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ABSTRACT

Advances in CMOS technology permits realization of highesp@nd low noise integrated
frequency synthesizers and reduction in system costs. praject covers analysis, design and
simulation of a high frequency low phase noise CMOS Phas&dadtoop (PLL) frequency
synthesizer with TSMC 0.18n process of Taiwan Semiconductor Manufacturing Company.
Starting with the PLL basics, behavioral analysis and CM@§glementation of various PLL
blocks are introduced at first place. This research maintgdstigates how to reduce second
order effects of each PLL block which could possibly causeaase PLL phase noise (and/or
spurs) with an emphasis on how to reduce VCO noise contobutln Conclusion section a

summary of factors involving the design is given.



OZET

CMOS teknolojisindeki ilerlemeler yuksek hizda dugjiktltult frekans sentezleyici-
lerin dustik maliyetle Gretimini mamkin kilmaktadBu proje TSMC 0.18m prosesi ile yiksek
hizli dusuk faz guralttlo PLL frekans sentezleyici analiz, tasarim ve simulasyonunu kap-
samaktadir. PLL temellerinden baslayarak, onceliklé Rapitaslarinin davranissal analizi ve
CMOS transistor seviyesinde gerceklenmesi ele alinmiBu arastirmada temel olarak PLL
yapitaslarinda yuksek faz gurtltisiine neden olarciketkileri azaltmaya yonelik yontemlerle
birlikte 6zellikle gerilim kontrollu osilatorin (VCpfaz gurultisuinin azaltilmasi Uzerinde du-

ruldu. Sonug bolumunde ise PLL tasarimini ilgilendifektorler 6zet olarak verilmistir.
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1. INTRODUCTION

Phase-Locked Loops (PLLS) find wide application in areak sisccommunications, wire-
less systems, digital circuits, and disk drive electraniég¢hile the concept of phase locking
has been in use for more than half a century, monolithic implatation of PLLs has become
possible only in the last thirty years and become popularo faetors account for this trend:
the demand for higher performance and lower cost in electrgystems, and the advance of

integrated-circuit (IC) technologies in terms of speed emahplexity.

1.1. PLL Applications

Phase locking is a powerful technique that can provide ekeg@lutions in many applica-
tions. The design problems that can be efficiently solved #ie aid of PLLs [1] are summa-

rized as follows.

e Jitter Reduction

Signals often experience timing jitter as they travel tigtoa communication channel or as they
are retrieved from a storage medium. Shown in Figure 4.1t6y gauses variation in the period
of a waveform, a type of error that cannot be removed by aroatiin and clipping even if the

signal is binary. A PLL can be used to reduce the jitter.

Y

; . i H :
T Teat, Teat, T+at,

Figure 1.1. Timing jitter



e Skew Cancellation

Figure 1.2 illustrates a critical problem in high-speeditdigsystems. Here, a system clock,
CKg, enters a chip from a printed-circuit board (PCB) and is déreffl (in several stages) to
sharpen its edges and drive the load capacitance with mimielay. The principal difficulty
in such an arrangement is that the on-chip clacks -, typically drives several nanofarads of
device and interconnect capacitance, exhibiting sigmifickelay with respect ta’'Ks. The
resulting skew reduces the timing budget for on-chip andrinohip operations. In order to
lower the skew, the clock buffer can be placed in a phaseslbddop, thereby aligning' K¢
with CKg.

CKg |Digital IC

Y

Figure 1.2. Clock skew in a digital system

e Frequency Synthesis

Many applications require frequency multiplication of ipelic signals. For example, in the
digital system of Figure 1.2, the bandwidth limitation of BG@ards constrains the frequency of
C K, whereas the on-chip clock frequency may need to be muclehig{s another example,
wireless transceivers employ a local oscillator whose wifiequency must be varied in small,
precise steps, for example, from 900 MHz to 925 MHz in step®0ff kHz. These exemplify

the problem of “frequency synthesis”, a task performed ieffity using phase-locked systems.



e Clock Recovery

In many systems, data is transmitted or retrieved withoytadditional timing reference. In
optical communications, for example, a stream of data flowes @ single fiber with no ac-
companying clock, but the receiver must eventually protiesslata synchronously. Thus, the

timing information (e.g. the clock) must be recovered frdra tlata at the receive end (Figure

1.3). Most clock recovery circuits employ phase locking.

Data J
e JULTUUTUUUL

e J

Figure 1.3. Timing jitter

1.2. PLL Basics

A phase-locked loop is a feedback system that operates @xtess phase of nominally
periodic signals. This is in contrast to familiar feedbaakcwts where voltage and current

amplitudes and their rate of change are of interest. Shoviiguare 1.4, a phase-locked loop

contains three basic components:

e A phase-detector (PD).
e A loop-filter (LPF).
¢ A voltage-controlled oscillator (VCO).

The phase-detector compares the phase of the input sigtjalagainst the phase of the
VCO output signal, y(t). Output of the phase-detector is lage proportional to the phase
difference between its two inputs. The loop is consideredKéd” if the phase difference is

constant with time. The difference voltage at the phaseatlet output is filtered by the loop-



xit)
—* Phase ! Loop
Detector | Filter

yit)

Figure 1.4. Block diagram of a basic PLL

filter. Loop-filter is a lowpass filter, which suppresses tlghtirequency signal components and
noise. Output of the loop-filter is applied to the VCO as thetod voltage. This control voltage
changes the frequency of the VCO in a direction that redusegphase difference between the

input signal and the local oscillator.

When the loop is locked, the control voltage is such that teguency of the VCO is
exactly equal to the average frequency of the input sigralidver, there may be a static phase

error present. This error tends to be small in a well-desidoep.



2. PHASE FREQUENCY DETECTOR

2.1. Phase Frequency Detector Operation

Phase-Frequency Detector (PFD) is a digital circuit detggbhase or frequency differ-
ence between reference clock and voltage controlled asmil(VCO) clock and generates out-
put signals if frequency of VCO is to be increased or decidaB&D drives the Charge Pump
(CP) and adjusts the amount of current to be injected to on fitee loop filter capacitor. The
PFD in Figure 2.1 consists of two edge-triggered, resedt@8bFlip-Flops (DFF) with their D

inputs connected to logic “1”.

-I_—D Q up

REF—PCLK
(A)

T :]
VCO—PCLK
(B) Q ON

Figure 2.1. PFD Block Diagram

Input clock signals of DFFs are reference clock (REF) and \@@@ut clock. Since these
DFF’s are edge triggered they are insensitive to duty cytld® input signals. Rising edge
of input signals causes DFF’s to switch from one state toteotlf REF signal has higher
frequency UP signal goes high in order to increase the VCQué&ecy. Similarly, if VCO has
higher frequency DOWN signal goes high.State diagram sgmteng PFD operation is shown
in Figure 2.2. The operation principle of PFD is explainesuasing that PFD is in State-0 with
REF and VCO inputs “0” initially.

If the frequency of the REF input is higher than VCO the operastarts as follows
(Figure 2.3(a)). During State-0 rising edge of REF (A) teggthe DFF which it is connected.



Figure 2.2. PFD State Diagram

Data (D) inputs of DFF’s are connected to “1” thus UP switcloed”. Depending on the phase
difference of REF and VCO, rising edge of VCO (B) triggers si®seond DFF after a certain
amount of time. Then DN switches from “0” to “1”. At this poibbth inputs of the AND gate
is “1” and its output turns to “1” which activates reset sipftet DFF’s. Reset signal generated
by PFD resets the DFF’s and outputs of both DFF’s return to ‘“@eally DN signal should
never be “1”. However propagation of reset signal will requa finite time due to delay of AND
delay. Therefore DN signal will be seen as “1” for a very shione. The same sequence is valid

if VCO is faster than REF but in the opposite direction (Fear3(b)).

eer [ L] L) L L e L rer _
wo | | veo [ LTI weo B
e (LU T e 1w ]
ow | L e LT o ]

(a) VCO slow (b) VCO fast (c) In-Phase (Locked)
Figure 2.3. Operation of PFD

If both VCO and REF have equal frequencies PFD will only gateeshort pulses. Time
required to reset the DFF’s mainly depends on the delay ofgbet path. The width of short
pulses at PFD output as in Figure 2.3(c) is defined as minimuisepvidth. To increase mini-
mum pulse width additional inverters can be added to AND gageries. Thus the amount of

time that reset signal stays active and PFD stays longermstate.
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This PFD detects frequency difference by comparing phaksegpot signals. Phase dif-

ference is detected by clock edges of input signals. Acogrth this the output characteristic
of the PFD is shown in Figure 2.4. 0 degree phase differencegmonds to 0 Volt average. If
the phase difference is close to then the output reaches to VDD assuming that output of PFD
between OV and VDD. PFD gain is defined as,

VDD

Kprp = Ton (2.1)

KFFDZIT """"""""

4 > e

———————————— ~Kpep2Tr

Figure 2.4. PFD characteristic

2.2. PFD Design and Simulation

The DFF's of PFD can be built with different architecturestsFone, based on NAND
gates in Figure 2.5(a); second one proposed in [2] is shovgiare 2.5(b). First one has 2,3
and 4 input gates therefore the propagation delay of this of®FF is larger. Second one has
two input gates and thus allowing short propagation delal/thais result in short reset pulses

during lock condition.

The duration of minimum pulse width has an important effattRhL. Very short reset
pulses result in dead-zone in charge pump causing nordlipea PLL loop. On the other
hand very long reset pulses causes perturbation in outftapeodue to any mismatch in charge
pump current. Also minimum pulse width is affected by operatemperature. As temperature

increases gates switch slower and minimum pulse width asa® with increasing temperature.



up

:_I }" '{ >"" LF
REF RST

o
=

(&) NAND based PFD (b) Branch based PFD
Figure 2.5. PFD models

Minimum pulse widths of PFD for three operation corners &ted in Table 2.1.

Table 2.1. Minimum pulse widths of PFD

Fast| Typical | Slow
Minimum Pulse Width (pS) 385| 510 764

The outputs of PFD, UP and DN drive the charge pump switches:ader, due to archi-
tecture of charge pump used the complements of outputs asadé?BNB need to be generated.

To do this, UP signal is divided into two branches (Figure.2.6

DCLIP

upr L

UPB

==

Figure 2.6. Output configuration to generate complemersignyals

First branch is composed of two inverters to regenerate givaki Second branch is com-
posed of one inverter and one transmission gate to geneRiesignal. The purpose of using

the transmission gate is to mimic the delay of first branchdayling the first inverter with ca-
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pacitive load of the transmission gate. Unequal switchimgs of those signals cause mismatch
in charge pump output current increasing phase noise of Rlthub. Using this additional

transmission gate will help the switching times of complataey UP and UPB signals match

better.

Transient Respanse Transient Respanse

w fUP: tran () — w fUPE; tran () w fUP: tran () — w fUPE; tran ()

\
A

7.0 75 8.0 8.5 3.0 a5 7.0 75 8.0 8.5 3.0 a5
time insl time insl

(a) PFD output without TG (b) PFD output with TG
Figure 2.7. Effect of transmission gate on output matching

In Figure 2.7(a) UP and UPB signals without the transmisgiate are shown. Rising
and falling edges of complementary signals intersect famfmidpoint of supply voltage and
ground. The mismatch of two signals for two intersectiompof rising and falling edges are
27ps and 36pS respectively. After adding the transmissa@ mtersection points of comple-
mentary signals are closer to mid Vdd as in Figure 2.7(b) nMitch between intersection points

are reduced to 6ps and 12pS respectively.

While operation frequency increases the time which intemoaes of PFD stay around
mid-VDD is longer therefore PFD draws more current. Powssigiation of PFD versus oper-

ating frequency is plotted in Figure 2.8

Simulated operation modes of PFD are shown in Figure 2.8t Fowwv demonstrates lock
state of PLL where reference input (REF) and clock input (Y@ in same frequency and

in phase. Therefore PFD only generates reset pulses degenwlithe delay of the reset path.
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Figure 2.8. PFD power dissipation versus frequency
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In second row the frequency of clock input is higher thannmexee frequency and in every
cycle phase difference increases. In that case DN outpualges duty cycle while UP has the
minimum pulse width. Similarly, in third row reference frggncy is higher than clock frequency

and as aresult UP has greater duty cycle to increase thetimggraquency by charging the filter

capacitor.

Maximum operation frequency of PFD is 1 GHz. Therefore it barused with reference

clocks up to 1 GHZ frequency while using small divider valtms2.5 GHz output frequency.
Since the reference input frequency PFD is 125 MHz, cormedipg average power dissipation

for this operation frequency is 0.45 mW. PFD performanceipaters are listed in Table 2.2.

Table 2.2. PFD Perfomance Summary

Performance Metric| Value

Reference Frequency125 MHZ

Power Dissipation | 0.45 mW

Max. Operation Freq, 1 GHz
Min Pulse Width 510 pS
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3. CHARGE PUMP

3.1. Charge Pump Operation

The charge pump (CP) is driven by the PFD to generate curtdsé¢pthat add or remove

charge from the loop filter capacitor. A basic charge pumgstdtic is shown in Figure 3.1.

Iyp

;@b

Sup

SDN
Cp

Ipn

—o—
——

Figure 3.1. Charge Pump schematic

Called Up (UP) and Down (DN) currenfs » andpy respectively, charge pump source
and sink currents are equal. Switches> and.Spy operate such that, » and/,y are steered

to/from the loop filter capacitor to adjust the voltage asrib®e capacito€'p.

The requirements of an effective charge pump are as foll8fvs [

e Equal charge/discharge current at any charge pump outfiagyeo
e Minimal charge-injection and feed-through (due to swing))iat the output node
¢ Minimal charge sharing between the output node and anyfiipatde, i.e. MOS switches

at off position.

Charge pump is driven by a PFD. The PFD controls the switchelsasge pump such that

the output voltage of PFD is converted to current. In Figu2eRFD is driving the charge pump
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where phase of A is leading phase of B. In that case PFD gesdatger UP signals than DN

signals and voltage across capaciigrincreases.

Figure 3.2. PFD-CP Operation

In Figure 3.3 symmetric operation of charge pump with PFDamdnstrated. If PFD
orders the charge pump to charge the output capacitor, ttegecacross the capacitor increases
in every cycle. Similarly voltage decreases with the saropsesif phase difference is the same

but opposite. Voltage across the capacitor does not chahgthiof the switches are conducting.

When PLL is locked to the desired frequency phase differérate/een reference clock
and divided clock is zero. Therefore outpls and(@ g are expected to be equal to minimum
pulse width. If the phase difference is very small then thiseuwvidth of related output is
close to minimum pulse width. MOSFETS require minimum tinfidogic “1” on their gates
to start conducting current between drain and source beaafu#ite gate capacitance. If the
pulse width of PFD is not long enough to open switches of ahargnp small phase difference

cannot be corrected by charge pump.

This non-linear behavior of charge pump is defined as dead.Z0aad-zone region of a
charge pump is shown in Figure 3.4. If the input phase diffeeds belowy, then the voltage

around output capacitor is not a function&b. In dead-zone region no current is injected to
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Figure 3.3. Charge Pump charging and discharging outpatotiap

output capacitor and PLL is not locked causing VCO to accateulandom phase error. This

random variation of the output clock in time domain is cabeditter.
lep
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Figure 3.4. Charge Pump dead zone

In order to deal with dead zone, the pulse width of PFD outpoukl be widened by
increasing the reset delay of PFD. The delay in reset path~bf &an be increased by adding
inverters as delay elements therefore charge pump switemeswitch to conduction. Thus any
small amount of phase difference can be detected by charge.pHowever increasing mini-

mum pulse width causes charge pump to short circuit whilk bbthe switches conduct current
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and perturbating the voltage around output capaciter This perturbation can be reduced by
the loop filter therefore increasing minimum pulse width isesasonable choice to eliminate
dead-zone. The important point is to adjust minimum pulsdtiwlong enough to eliminate

dead zone but not too long for avoiding any mismatch relatese errors.

3.2. Charge Pump Design and Simulation

In previous section it is stated that charge pump currentautPDN should match each
other. Voltage across the output capacitor changes betié¥rand 1.2V, those currents should
not be affected by output voltage of current sources. Tlgaires high output resistance there-
fore using cascode structure for current sink and curramicgas a reasonable choice. A High-
swing low voltage cascode current source reference [4,]p81#%ed to generate the bias volt-
ages of the current source (Figure 3.5). Similarly, the PM@®$ent sink is biased with the same

reference.

VDD

laur

ME M4 + m2
+
GnD | [ oo _| END
Vin il — Vinz )
M5 M3 M1 Vaut
s
I

Figure 3.5. High swing low voltage cascode reference

The reference is composed of two branches to reduce the woftage enabling current

reference to be used with low voltage power supplies. Bechlisand M2 is biased in saturation
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region the output resistance is same with cascode currantesdefined as,
RO = g?TL(Q)’f‘dS(Q)’f‘dS(l) (31)

M5 operates as a bias transistor for M6 such that M5 and M6 eaolapsed into one transistor
and replaced by M7 and M7 is sized by a factor of four or lesa the aspect ratio of M3 and

M4 to satisfy the bias conditions of the circuit. Actual cabetween aspect ratios of M7 and
M3/M4is 1/11.

Charge pump circuit works over a wide temperature range #fetaht process corners
as well as other PLL components. Current matching is a afitssue in charge pump. A beta
multiplier current reference is sensitive to temperatune grocess variations. In order to avoid
those variations a bandgap based current reference is Ugeak [n Figure 3.6. The voltage
across the resistor is constant and equal to bandgap reéekattage. An amplifier adjusts
gate voltage of the PMOS continuously ensuring that theageltacross the resistor is equal to
bandgap reference voltage. Bias current depends on wariatithe resistance of the resistor.
Using a high resistivity poly resistor enables one to getieaeference current that does not vary

much with temperature because of its small temperaturd@oin$].
vDD
‘*"RE_F\ "J
| |
L S
IEiEE

SR

Figure 3.6. Bandgap based current reference for charge pump

Feedback is involved in amplifier configuration so stabiityhe amplifier should also be
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considered. The response of the amplifier to 1.2V step irgpshown in Figure 3.7. Stability

can be improved by adding a capacitor and a resistor in saribe output of the amplifier.

Transient Eesponse
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Figure 3.7. Transient response of reference circuit

There are different non-idealities involving charge pumpscharge pump schematic is
shown in Figure 3.8(a). If switches S1 and S2 are OFF, thespg@raapacitance seen at the drain
of M1 is discharged to GND and parasitic capacitance of Mhaged to VDD. In next cycle
of PFD switches S1 and S2 start conducting and voltadggs/y settles to voltage of output
capacitorV,,,;. However the voltage difference betwekn,; andVx can be more or less than
the difference betweel,,,,; andVy (Figure 3.8(b)). The difference between those voltages is
supplied byC'» perturbating output voltage defined as charge sharing E6p®harge-sharing
is expected to be more dominant when PLL is locked becausgelpump switches is not

conducting for most of the PFD cycle.

In order to deal with charge sharing between those capaeissanmethod proposed in [8]
is used. Charge pump is divided into two paths and the outpltage is buffered to the other
path by a unity gain amplifier (Figure 3.9).
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Figure 3.8. Charge sharing in charge pump
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Figure 3.9. Charge Pump with a unity gain amplifier
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The unity gain amplifier connects the floating nodes to ougpliage so that those nodes
stay at the same voltage with output voltage. The differdreteveen those nodes and output

voltage is reduced and charge sharing is minimized allowistable output voltage.

Charge pump’s UP and DN currents must match each other winipibvoltage changes.
Mismatch due to channel length modulation can be avoidedbgarle current source with large
output impedance. The output impedance of current sink aacts is up to 500 ®. Since
cascode current source and sink consist of low voltage dasconfiguration they can operate
with approximately twol/ps (.1 S allowing large headroom for output voltage. Large output
headroom enables wide range of operation region of charggmuhich is defined as linear

region of charge pump. The linear region of charge pump igqaan Figure 3.10.

DL Response
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Figure 3.10. Charge pump linear operation region

Linear region of charge pump is defined where difference eetwJP and DN currents

is zero ideally. However there is a small mismatch betweesdhwo due to process and tem-
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perature variations. Nominal charge pump currdpt-J and mismatch between UP and DN
currents at the center of charge pump’s linear region faelprocess corners are shown in Ta-
ble 3.1. Compared to nominal curreitp, current mismatch is relatively small but it contributes

to phase offset of PLL.

Table 3.1. Charge pump currents and mismatch in corners

Fast| Typical | Slow
Current Mismatch (nA) | 3.00| 1.40 | 1.58
Charge Pump Currentip) | 9.48| 10 11

Other issues related with charge pump are charge injeatidrtlack feed through. When
a MOSFET is conducting current a channel exists at the osiletsn interface. Proportional to
the channel length charge in chankly is accumulated in the inversion layer. When the switch
Is turned off Q- exits through source and drain terminals, a phenomenoadcathannel

charge injection”.

Figure 3.11. Effect of channel charge injection

Shown in Figure 3.11, the charge injected to the left is dletby input source creating
no error. However the charge injected to the right is absbtiyeoutput load introducing an

error in the output voltage.

In addition to charge injection a MOSFET switch couples kltansitions to the output
capacitor through its gate drain or gate source overlapati@pae shown in Figure 3.12. This

phenomenon is called as “clock feedthrough”.
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Figure 3.12. Clock feedthrough in a MOSFET

Error in the output voltage due to clock feedthrough is ezged by,

AV =Vyp— (3.2)

To overcome error at the output caused by clock feedthraliglhmy switches are connected to
output nodes of the charge pump [7, p421]. Dummy switcheshdand source junctions are
short circuited so that',; andC,; capacitances of those are connected to output while@ply

capacitance of master switches are connected. Therefonengliswitches are sized as half of

master switches to generate same amount of charge.

For charge injection, NMOS master switches have PMOS dunwiiglses and PMOS
master switches have NMOS dummy switches. NMOS switchestiglectrons and PMOS
switches inject holes to the output so that they complemaah @ther. This helps to cancel
injected charge with its complement. Charge pump schematicdummy switches is shown
in Figure 3.13. Since dummy devices are complements of mdstweces their clock sources are

also complements of master switches.

Table 3.2 lists the charge-pump parameters for typicalaijmer. Linear region for output

voltage is between 0.6V and 1.2V with a charge pump curfept10 pA.
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Figure 3.13. Charge pump with dummy switches

Table 3.2. Charge Pump S

ummary

Performance Metric

Value

Charge Pump Curreni{p)

10 A

Linear Region 0.6V -1.2v

Max. Mismatch

3nA
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4. VOLTAGE CONTROLLED OSCILLATORS

4.1. Integrated Oscillators
4.1.1. Oscillation Principles

An oscillator forms a periodic output, generally in the foofrvoltage. Although there is
no input, an oscillator sustains the output indefinitelyangfer function of feedback system in

Figure 4.1 is defined by,

Vour , . H(s)
v, T T ER)

(4.1)

H(s)

Vin W O LIE

Figure 4.1. Feedback System

An oscillator is an amplifier which experiences so much plssi at higher operating
frequencies thus overall feedback becomes positive antlati®n may occur. Definings =
Jwo, If H(jw,) = —1 closed-loop gain becomes infinite. A noise component,a&xperiences
a gain of unity and a phase shift 880°, returning to the subtractor as a negative replica of the
input, and that corresponds ® or 360° total phase shift. Consequently the component at
continues to grow. Named as “Barkhausen Criterion” a negdéedback loop gain satisfies

these two conditions for oscillation:

[H (jwo)| =1 (4.2)
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ZH(jw,) = 180° (4.3)

Aloop gain at least two or three times greater than unity cessary to ensure oscillation against

temperature and process variations.

H{jw) H{jw)
+ +
Vin —=Vout WVin Vout

180° —— R 360" —p

(@) (b)
Figure 4.2. Representation of positive feedback

Figure 4.2(a) itis seen that the circuit has already a pHafieo$ 180° because of negative
feedback. Therefore (4.3) states that an additid®al frequency dependent phase shift is

required for oscillation. This configuration can be repnésd in Figure Figure 4.2(b).

4.1.2. Types of Integrated Oscillators

Oscillators are defined as autonomous circuits that gemneeziodic signals. They have
at least two states and they cycle through these states astaobfrequency. The three types of

integrated oscillators are: 1) LC Oscillator 2) Ring Ostdr and 3) Relaxation Oscillator.

Ring oscillators consist of an odd number of single-endeeriers or an even/odd number
of differential inverters with appropriate connectionsl&kation oscillators alternately charge
or discharge a capacitor with a constant current betweerthreshold levels. Resonant based

circuits such as LC VCOs are another type of oscillator stmes.

Noise analysis and design techniques of LC VCO is well dgedoand understood in
literature and they are known to have excellent jitter pannce. Compared with ring VCOs,

LC VCOs have superior phase noise performance. Besidesjtrezsearch indicates that phase
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noise performance of ring VCO and LC VCO is comparable in dadpmicron process en-
abling to use ring VCOs in many circuits. Also wide tuninggandesign simplicity and cost
effectiveness makes ring VCO a good choice against LC VCO [9]

4.2. CMOS Ring Oscillators

4.2.1. Ring Oscillator Basics

Ring oscillator consists of a number of gain stages in a Id®gfore starting with ring

oscillator consider a single stage inverter and commorceaamplifier with unity gain feedback.

Pt 3
il “ EE

VDD

(a) single stage inverter (b) single stage CS ampli-
fier
Figure 4.3. Single stage inverter and amplifier

In Figure 4.3(a) a single stage inverter can also be reprede&s a common source am-
plifier as in Figure 4.3(b). Single stage inverter has a simgiminant pole due to its output
capacitance and frequency dependent phase shiffis at infinite frequency. A-180° DC
phase shift comes from the negative feedback which resutibsantotal phase shift of-270°.
Circuit does not establish “Barkhausen Criterion” evennéihite frequency therefore oscilla-
tion does not start. If an additional inverter added to ®rsjhge inverter as in Figure 2.4 there
exist two poles which brings 180° frequency dependent phase shift. In this configuration tota
DC phase shift i9° and maximum frequency dependent phase shift1i80°. Therefore total

maximum phase shift i830°. In that case circuit latches-up. W increased’, decreases which
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caused/; to increase more. This continues uritjlandV; up to VDD and GND respectively.

As a result circuit stalls rather than it oscillates.

T
r Ri Ic

Figure 4.4. Two stage inverter

Figure 4.5. Three stage inverter

Even number of inverters results fails to oscillate thusiadtmverter stage is added to
previous circuit introducing a third pole on signal pathy(iitie 4.5). Total phase shift around the
loop is —135° atw = w, wherew, is 3dB bandwidth of inverter stages. Maximum frequency
dependent phase shift 1270° atw = oo and total phase shift equalsi80° atw < oo which
is a finite frequency. If loop gain is greater than 1 at the pwimere frequency dependent phase
shift 180° and total phase shift i860°, oscillation starts. Frequency dependent phase shift of

three stages i830° at oscillation frequency therefore identical stages béibfgphase shift.

Oscillation frequency of a ring oscillator is defined by,

1

— 4.4
2N7'd ( )

Fout =

where N is the number of stages ands the delay of a single ring oscillator stage.
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4.2.2. Single Ended Ring Oscillator

A simple single ended ring oscillator schematic in Figu@cbnsists of CMOS inverters.

To ensure oscillation, single-ended topology is used witb@d number of inverters.

Figure 4.6. Three stage ring oscillator

Current is consumed in CMOS inverters during transitionanses while output capaci-
tances are charged and discharged. In inverters with dusoemce or current sink, the amount
of current is determined by tail current source or curremtsi A lower amount of current would
result with a longer transition due to longer charge/disgbauration of output capacitance. The
current which flows through the tail current source or sinkastrolled by bias voltage which
is named as VCO control voltage. VCO control voltage costtbe current flow therefore the

frequency of oscillation.

A single ended inverter topology with tail current source aurrent sink is shown in
Figure 4.7. Ring oscillator circuit consists of three cuatrstarved inverters is called as current-
starved ring oscillators. This configuration is highly nlarear and has an extremely limited

operating range.

Output frequency of an oscillator can be controlled withamagive tuning. Capacitive tun-
ing is based on adjusting the output capacitance of an gwkyta voltage-dependent capacitor
for example a reverse biased p-n junction diode as in Fig@@) Also in Figure 4.8(b) using a
MOS device operating as a voltage-dependent resistor elsaffgctive capacitance seen at the
output node. This single-ended delay control methods aseegudible to common-mode noise

as well as other single-ended circuits. Also consideratyieuat of variation inKy o makes
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I"".‘Il'n Vuul

Figure 4.7. Current-starved inverter

capacitive tuning difficult to apply for a wide tuning ranghl contrast to capacitive tuning,
resistive tuning provides relatively wide and uniform edion in frequency besides allowing

diffential control [1].

Vin r\ Vout Vin f\
L~ L l__Ji
Vcont Cc Vlﬂl
C

&

Vout

(a) with adjustable capacitor  (b) with adjustable resistor
Figure 4.8. Capacitive tuning

4.2.3. Differential Ring Oscillator

Ring oscillators can be single-ended or differential. €ntial ring oscillator is built with
differential inverters those have a load and NMOS or PMO&tidgferential pair. The delay of
inverter is determined by the time time constant of the outpdle. Differential ring oscillators

may have odd or even number of inverter stages.



29

Figure 4.9. Differential Ring Oscillator

If even number of stages are used the output of one stageds comnected to the fol-
lowing stage as in Figure 4.9. Therefore positive feedba@nsured for oscillation frequency.
By using even number of inverters in ring oscillator, for exde four stages, quadrature clocks
can be generated. Compared to single ended delay stagaedifal stage have much better
common-mode noise rejection like supply noise and sulestraise. Differential ring oscilla-
tors have a lower noise injection into other circuits on s chip because of constant current

flowing through their tail transistor.

Differential pair can consist of in different types loads fesistive turning. PMOS load
devices in Figure Figure 4.10(a) are biased in triode regiuh their resistance is adjusted by
V,. As 'V, decreases, the delay of the stage is reduced because tistartoat the output node
decreases. However, the small signal gain of the circuit @sreases. As the loop gain of falls
below unity the circuit consequently fails to oscillate.Rigure 4.10(b), although small signal
impedance of PMOS load changes as tail current changespitag® gain remains constant.
But signal output voltage still depends on output currem&igure 4.10(c) delay stage based on
symmetric load elements based on source-coupled pair csedpaf a diode connected PMOS

and biased PMOS in parallel.

With the output swings referenced to the top supply NMOSesursource isolates the
buffer from the negative supply so buffer delay remains tamtswith supply voltage. Because
they have symmetric I-V characteristic around the centeoltbge swing they are called as sym-

metric load elements. Symmetric loads are substantiadlyaiag the jitter caused by common-
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mode noise present on the supplies. Because of those agearsgmmetric loads are used in
this PLL design.

4.3. Noise Sources

Noise is the unwanted signal that affects the performance sfstem. It degrades the
performance of a system such as maximum operating speedaflagenerator. Major charac-
teristic of noise is its randomness which is due to physitfates which generate noise. Noise

is divided into two categories as Interference Noise anératt Noise.

Interference noise is based on the interaction of circuivben other circuits, peripherals
or power supply. It may or may not be random signals. Inheaneige is depends on properties
of devices. It is a random noise. It can be reduced by cirawtlayout techniques but it cannot
be eliminated. Inherent noise sources are divided into &tegories, ultimate and excess noise,
according to their origin. Ultimate noise sources are defeethermal and shot noise that they
derive from the physics of materials and not the quality efdevices. Therefore they cannot be
suppressed but optimized. Flicker and popcorn noise aneaibéis excess noise sources because

they depend on the quality of the components such as clesih#®e gate oxide surface. Most
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common noise types thermal noise and flicker noise are ewuaas follows.

4.3.1. Thermal Noise

Thermal noise is due to random motion of electrons (calri@rs conductor which in-
troduces randomly varying current causing fluctuationbensignal measured around the noise
source. The power spectrum density is uniform at all fregie=nas in Figure 4.11. Since flicker

noise spans all frequency range it is also called “whiteeiois

4 Sn(ﬂ

-
-

f

Figure 4.11. Spectrum of Thermal Noise

4.3.2. Flicker Noise

The interface between the gate oxide and silicon substtatdOSFET has many defec-
tive bonds. As charge carriers move at that interface someasdomly trapped and released,
generating flicker noise in current. Depending on the cleasrof the oxide-silicon interface
flicker noise may vary from one CMOS technology to anotheickélr noise is always associ-

ated with a direct flow of current and has a power spectralijeissshown in Figure 4.12.

r S:[ f:l

% (-10dB/dec)

"log(f)

Figure 4.12. Spectrum of Flicker Noise
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It is apparent that flicker noise is most significant at lovgtrencies and reduces in ampli-
tude as frequency increases. Although device exhibit higkelt noise levels at low frequencies

flicker noise may dominate the device noise at frequencidlante the megahertz range.

4.4. Phase Noise

Noise injected into an oscillator by interference or iniiéneoise sources may influence
both the frequency and amplitude of output signal. In mosesalisturbance in output is neg-
ligible or unimportant, and the random deviation of the treqcy is considered. Frequency
deviation can be viewed as random variation in period orat@n from the zero crossing points

from their ideal position along the time axis. The output g@iractical oscillator is defined by,

z(t) = Acos(wet + ¢(t)) (4.5)

Whereo(t) is small excess phase representing variations in period.fdictions(t) is called
“phase noise”. For -&(t) < 1—, V,,:(t) = Acos(w.t — Ag(t)), which means that spectrum of
¢(t) is translated tatw, [10].

Ideal Oscillator Actual Oscillator

= (W >
wC UJC W

Figure 4.13. Effect of phase noise on an oscillator

Phase noise is usually characterized in the frequency donféor an ideal sinusoidal
oscillator operating ab.., the spectrum assumes the shape of an impulse, whereas floe an

spectrum exhibits “skirts” around the carrier frequenagife 4.13)

Phase noise arises from random frequency components. Taifyyshase noise, a unit

bandwidth of 1 Hz at an offsek f from the carrierw, (Figure 4.14) is defined to calculate the
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noise power in that unit bandwidth and divide the result leydarrier power. The carrier power

is defined as the total area under the curve.

4.0

L

Figure 4.14. Phase noise calculation around the carrier

Pside(fo + Af? 1HZ)

2 (4.6)

L{Af} = 10log

P.ae(fo+Af, 1Hz) represents the sideband power in 1 Hz bandwidgh-atf, + A f and
P. represents the carrier power. Phase noise is expressaunis ¢¢ dBc/Hz and “c” indicates
normalization of noise power to the carrier power and Hz fifies the unity bandwidth used

for the noise power.

The effect of phase noise can be easily understood with desgeaeceiver [11]. In
a receiver, a local oscillator (LO) is used for downconvegthigh frequency signals (Fig-
ure 4.15(a)). The LO output (Figure 4.15(b)) and the dessigdal is multiplied by a mixer,
and shifted to baseband. However, there are other unwargedls present, which are also
downconverted. If the LO output is noise-free, then the mixeput spectrum will be the one in
Figure 4.15(c). However, if the LO output is corrupted by gdaoise (Figure 4.15(d)), then the

mixer output spectrum will be the one in Figure 4.15(e). That spectrum consists of two
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Figure 4.15. Effect of phase noise on a reciever
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overlapping spectra. And if the unwanted signal in the agl)jachannel has a large power level,

the wanted signal terribly suffers from significant noise doithe tail of the interferer.

The counterpart of phase noise in time domain is called &s.jiditter is defined as vari-
ations in zero crossings of a signal from the ideal positi®si@gown in Figure 4.16. Expected
crossing timings in a signal never occur exactly where ddsifhe accuracy of those crossings
is critical to the performance of communication systemgdeoto obtain proper data sampling

timings.

\

ideal position

¥

Figure 4.16. Effect of jitter on clock edges

4.5. Ring VCO Design and Simulation

The VCO block in consists of three stage differential modeyleells with a voltage-
to-current converter circuit (V2I) and an output buffergéiie 4.17). V2I circuit is used to
convert VCO control voltage to a bias current for differahtnode delay cell stages. Output
buffer shifts the output of three-stage VCO and convertdifierential signal to single ended
output. Finally, inverter chain of output buffer convettg tsingle ended output of previous part

to rail-to-rail signal for CMOS operation.

VCO contributes to most of the phase noise at the output of tAetefore phase noise of
VCO design is taken into consideration. As previously nered phase noise is simply defined
as the noise skirts around an ideal operating frequency. fteguency noise sources are major

contributors of phase noise especially flicker noise. Thaidant flicker noise sources are bias
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Figure 4.17. VCO block diagram

and frequency control circuits instead of the devices irdilay cell. In a fully differential ring
oscillator low-frequency noise close to DC from the biaswirand tail devices is up-converted

around the carrier frequency by frequency modulation.

---------------------------------------------------------------------------------

M1 mz2 MN
| I |
Delay Cell -1 Delay Cell -2 Delay Cell - N

Figure 4.18. N-Stage ring oscillator with bias stage

A simplified schematic of a N-stage voltage controlled datk with bias circuitry is
shown in Figure 4.18. The noise from the bias transistor M&ejsarate from the noise con-
tributed by tail transistors of delay stages because théreyuency noise from Mb is correlated
for all stages while noise from tail transistors is not. Gdasgng the noise contribution of the
bias device Mb, the noise power is amplified by times by each tail device. In practice, the

flicker noise from could be the major noise source at low ofisguencies [12].

In this VCO representation there is only a single device (Migjuded in the bias. In
reality, more devices are often used for the bias. For exangloltage-to-current converter

(V2I) is usually needed between the loop filter and the VCO iAL4. Any low-frequency
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noise generated iR, is equivalent to an increase in the noise from Mb and coulémidlly
dominate the low-frequency phase noise. According to tistsifar phase noise contribution
of bias circuitry additional components such as V2I is adaed schematic of bias circuit with

V2I block is shown in Figure 4.19.

Ve

Vv MN1 MN2
cont | E al_ VBN
=

Figure 4.19. VCO V2| circuit

Reducing flicker noise of V2I block is helpful on phase noisef@grmance therefore one
should be aware of flicker noise behavior of MOSFETs. Cha@geping phenomena are usu-
ally used to explain 1/f noise in MOSFETs. Since MOSFETSs aréase devices defects and
impurities of surface and interface can randomly trap atebse charge. Larger MOSFETs
exhibit less 1/f noise because their larger gate capa@tamoothes the fluctuations in channel
charge. Therefore to obtain good 1/f performance largetiped@evices are used [13, p.254].
According to this information the length of MN1 of bias cirtis chosen to be 4m. The length
of MN2 is 0.7 um which has the same length of tail transistor of delay c8isulation results
verify that 75 per cent of noise in VCO is generated from MNdigating the importance of

noise contribution of bias circuit. Table 4.1 shows the dedimensions of V2| circuit.

It is mentioned that the noise power of bias device is amglifig 2 times by each tail
transistor. To reduce the noise contribution of that kihe, ¢urrents of devices MN1 and MN2
are equal to the tail device currents of delay cells. Theerurscaling ration is equal to 1 and

noise contribution of bias circuit is no more multiplied lyusire of scaling ratio.
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Table 4.1. Device dimensions of V2| circuit

Device| W (um) | L (pzm)

MN1 140 4

MN2 150 0.7
MP1 90 0.36
MP2 52 0.22

Second issue on designing the bias circuitis VCO contrdbge (Vctrl) range. The oscil-
lation frequency depends on the tail transistor currentre@u of devices operate in saturation

region is defined by,

I= — (Vs — Vr)* (4.7)

showing that tail current therefore operating frequen@ngfes with overdrive voltagé,s — Vi
with a quadratic dependence. Considering loop dynamiestidependence of VCO frequency
with respect to control voltage is desired. Using a wide ckefor MN1 with a resistor connected
to its source keeps the overdrive voltage of MN1 at a smallevalausing the current of this
device linearly with gate voltage [14]. However additiotte#rmal noise contribution of resistor
connected to bias circuit will degrade the noise performrearitius only a wide NMOS device

is used without a resistor connected to its source.

The maximum value of control voltage prevents MN1 to remaisdturation due to volt-
age drop on MP1 and maximum &f;,; is chosen to be 1.05V for worst case situation which

corresponds t@25° temperature with slow corner process parameters.

The delay cell in Figure 4.20, contains NMOS source couplié+ential pair and sym-
metric loads which provide good control over delay and highaiic supply noise rejection.
With the output swings referenced to top supply, the taitenirsource effectively isolates the

buffer from negative supply so that the buffer delay remaosstant with supply voltage. Load
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Figure 4.20. Delay cell with symmetric loads

elements are composed of a diode connected PMOS devicéepaiitth a biased PMOS device
with equal size. They are called symmetric loads becauseltiecharacteristic is symmetric

around the center of voltage swing [15].

Bias voltage of PMOS device (Vbp) is obtained from the gateMfS device MP1 of the
VCO bias circuit. The simulated I-V characteristic of symneeload is shown in Figure 4.21.
The lower swing limit is symmetrically opposite at the biasdl of Vbp. The dashed line
represents the effective resistance of symmetric loadceSmltage swing depends on Vbp, if
the buffer bias current is adjusted the output swings vath wie control voltage rather than

being fixed in order to maintain the symmetric |-V charasties of the loads.

Linear resistor loads are most desirable for achieving tigtamic supply noise rejection.
Because they provide differential-mode resistance thatispendent of common-mode voltage
carrying the supply noise, the delay of the buffers is na&a#d by common-mode noise. Unfor-
tunately, adjustable resistor loads made with real MOSadsvcannot maintain linearity while

generating a broad frequency range. Symmetric loads, thooglinear, can also be used for
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Figure 4.21. Symmetric V-l characteristic of delay celldoa

achieving high dynamic supply noise rejection.

Table 4.2. Device dimensions of delay cell with symmetrads

Device| W (um) | L (pzm)
MT 150 0.7
MIN1 20 0.18
MIN2 20 0.18
MLA1 26 0.22
MLA2 26 0.22
MLB1 26 0.22
MLB2 26 0.22

For worst case operatioff (= 125°C Process=SS) of VCO the tail current of delay cell is

increased much more than required current for typical @®.ce€his results in a high VCO gain.

However to sustain oscillation for worst case increasimgdias current is inevitable. For above

circuit constraints with typical process parameters, the bircuit has 1.25 mA drain current for

each device MN1 and MN2 and for each delay cell since scatitig m is equal to 1. Table 4.2

shows the device dimensions of delay cell with symmetrid$oa
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Output buffer of VCO in Figure 4.22 consists of a low swingfeuf dual differential
amplifier with differential to single ended converter (D284 chain of inverters. The functions

of those blocks are as follows.

. \D\\I \ Output Clock
Delay Cell ow ua Inverter
o Swing Dife. Chain
utput Buffer Amp

v |

Figure 4.22. VCO output buffer block diagram

Todivider

First part of VCO output buffer is a low-swing low gain diféetial buffer shown in Fig-
ure 4.23. Its purpose is to isolate the last stage of the eglator from the following amplifier
stage. Amplifying the output of third delay cell will increathe capacitance seen at the output

of VCO due to miller effect thus degrading the oscillatioaduency.

VoD & VDD

ML2

ouT) ——— — ourz2

INZ

MINZ

1
3T
=

Ve _| MT

Figure 4.23. Low-swing buffer

Second part of VCO output buffer is dual differential amplifivith D2S which amplifies

the low-swing output of the previous buffer stage (Figu44. It is used to increase the voltage
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swing of low-swing buffer output and convert the differetutput to single ended output.

ﬁ TH ,
i Ll \ Vout

ve— I ] f_i-l—ili

Figure 4.24. Differential to single-ended converter

Dual differential amplifiers ensure the symmetric loadifigpav-swing amplifier. Single
differential amplifier has one PMOS load diode connectedathdr one is biased with the gate
voltage of diode connected PMOS. If a single differentiapéfier is used, the capacitance seen
from the inputs will be different because diode connectedO®\Wvill bring more capacitance
to drain junction of input transistor. For symmetric opematan additional differential amplifier
is connected with opposite phase inputs. Thus both outgldsveswing buffer see equal input

capacitance and differential output signals are equal iplitude.

Differential to single ended converter (D2S) is composetbaf PMOS common source
amplifiers. Those common source amplifiers are biased frarothput of dual differential
amplifiers. Same as the previous stage outputs of dual eliffed amplifiers are interchanged to
the inputs of PMOS common source amplifiers. Common sourgdif@ens provide additional
signal amplification and conversion to a single ended outpough the NMOS current mirror
[16]. Input transistors of common source amplifiers are PMi@Bsistors thus the signal level

of differential amplifiers should provide enough overdwadtage.

Last stage of the VCO buffer consists of 8-stage invertemciaich converts the ampli-

fied single-ended signals to rail-to-rail output for CMOSogdion (Figure 4.25).
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Figure 4.25. 8-Stage inverter chain

Also considering Logical Effort, the inverters are sizedlsthat last inverter can drive
large capacitive load with minimum delay. A short tutoriallagical Effort is given in Appendix-
A. The total current drawn from power supply by VCO includihg output buffer is 18.5 mA

which corresponds to a power consumption of 33.3 m\W.

The frequency characteristic versus frequency curve f@etprocess corners is shown in
Figure 4.26. The gain of the voltage controlled oscillaqr-o for typical process is 7 GHz/V,

for slow corner 3.8 GHz/V and for fast corner 10 GHz/V.
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Figure 4.26. VCO frequency versus control voltage
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The DC characteristic of a delay cell is shown in Figure 4Qpen-loop gain of a single
delay stage is close to 10 satisfying oscillation critedi&]) for three-stage VCO.
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Figure 4.27. DC characteristic of delay cell

The outputs of VCO and internal nodes of VCO output buffehigven in Figure 4.28(a),
4.28(b), 4.28(c), and 4.28(d). Figure 4.28(a) shows th@uwubdf three-stage VCO, with an
output swing of 0.7V. In Figure 4.28(b) the output of VCO isftad to a DC level close to mid
VDD and as a result of low gain amplifier with diode connect®id% loads output swing is
reduced to 0.3V.

In Figure 4.28(c) single ended output of D2S is plotted. Imgortant that single ended
output swing must be symmetric and large enough to ensugepiaput for inverter chain.
Threshold of first inverter may vary with temperature andcpss corners and inverter chain
may fail to convert single ended output to rail-to-rail lesglconstant output at VDD or GND

level.

In Figure 4.28(d) output of inverter chain is shown. Dutyleyaf output signal may vary
due to process and temperature variation however using 2&dbables duty cycle to stay in

reasonable limits. For all corners maximum variation ofydyicle is 5 per cent.
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Phase noise plot of VCO is shown in Figure 4.29. The phase @mi$00 kHz offset from
the center frequency is -58 dB. Since the phase noise of V@& isost dominant noise source

in PLL the simulation data is going to be used in closed loagaanalysis of PLL.
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Figure 4.29. Phase Noise of VCO
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5. FEEDBACK DIVIDER

Feedback dividers are used to divide the output frequendyeatablish the multiplication
ratio of PLL. If divider ratio is N then the output frequensydivided by N and divided signals

is compared with reference frequency by PFD (Figure 5.1).

04,_ Phase | | Loop ' o ®=NPo,
Detector Filter

(1/N) (1/P) |
Counter Prescaler |

Figure 5.1. Frequency multiplication in PLL

In that case output frequency is defined as,

Fou = FinN (5.1)

There are fixed ratio dividers and programmable dividersstkine is used to generate out-
put frequency with fixed reference frequency. If a prograriealivider is used the reference

frequency can vary depending on allowable division ratioganerate desired output frequency.

If the output frequency of a PLL is high, the divider may notffeectional due to required
operation speed. For example, to divide 2.5 GHz output #agy NAND based DFF’s speed
is not enough for operation. Before the divider a fast pres@an be used to divide the output
clock however it is not useful to add too many prescaler stader input of divider because
jitter increases after every logic stage due to their notsgrdution. Even using a fast TSPC
[17] based prescaler with a division ratio of 4, NAND basedgspammable divider still failed
to operate at 625 MHz for slow corner parameters. Also usifiged prescaler limits the pro-

grammable division ratio because it already has a fixedidivisatio before the programmable
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divider. Thus a CML based programmable divider topologysisdito achieve high speed oper-

ation with programmable division ratios.

The programmable divider architecture in Figure 5.2 is cosa of 2/3 divider cells
connected like a ripple counter. The different cells of thedér are based on similar topology

therefore it facilitates layout work [18].

Fﬂl Fog Fop.1 Fo,
F. 23cell|l T|2/3cell - 2/3 cell "1 2/3 cell
in =¥ mod moeds mod;,_y
1|« 2 |&— < p1 & n [T
4T r F
Fﬂl.lt
pu pl pﬂ‘2 pn"‘

Figure 5.2. Programmable divider with 2/3 cells

The operation of the divider is as follows. Once thed,_; signal is generated in a
division period, the signal propagates to the left by beawacked by each cell along the way.
If the programming bit “p” of 2/3 cell is set to “1” then the madynal enables the cell to divide
by 3. Division by 3 adds one extra period of input signal todigout signal. Thus a chain of
divider with 2/3 cells have an output signal with an outpuriq,

Tout = 2nirm + 2nilT‘inpnfl + 2n727—‘inpn72 + .+ QEnpl + irmpO (52)
which can be written as,

Towt = (2" + 2" 'y 1 + 2" Do + .. + 201 + po)T; (5.3)

whereT;, is the period of input frequendy,,, andp,, is the programming bit of the 2/3 cell. The

equation shows that division ratios start frah

Logic implementation of 2/3 Cell is based on two functionaldks as shown in Figure 5.3.
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Prescaler logic block divides the input signal with contsbénd-of-cycle logic either by 2 or 3
and outputs the divided clock to next cell in chain. End-pdie logic determines the division
ratio continuously depending on modin and p signals. Theimsjnal is active once in a
division cycle and at that time the state of the “p” input iecked. If p=1 then the end-of-cycle
logic forces the prescaler to swallow extra one period. ©itse divider stays in divide-by-2
mode. Regardless of the operation mode with respect to ‘fjd;&-cycle logic reclocks the

mod,;, signal and propagates it to the left cell in the chain.

2/3 CELL
préscaler logic

Cilaich 1
5 8] Q

1
I
|
1
I
I ok *F
| |° 9
F. |
o l;:".‘.:.::;:::::::'
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Un  exp
I end-cl-cycle
|
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Figure 5.3. 2/3 divider cell schematic

Circuitimplementation of 2/3 Cells are based on Current ®bdgic (CML) logic blocks.
CMOS gates have very small static power dissipation asgyithat leakage current to be small.
However for high speed operation CMOS gates suffers fromesdrawbacks. Using PMOS
transistors degrades maximum operating frequency dues towt mobility. Like any single
ended circuit CMOS gates is susceptible to supply and satbstioise and crosstalk. For very
high operation frequencies CML has lower power dissipétiam CMOS logic. Besides CMOS
gates dynamically generate large current flow from supplgréand and this large amount of

current generate a noise may cause crosstalk between digitanalog circuitry [19].
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Logic blocks of 2/3 Cell based on CML is shown in Figure 5.4gUfe 5.4(a) represents
D-Latch and Figure 5.6(b) represents a latch combined vatAND function to implement the

logic operation of the delay cell.

-3¢

VDD

(a) CML Latch (b) CML Latch with AND function
Figure 5.4. CML blocks

The design method of CML latch proposed in [20] is followed $&ing the transistors.
Shown in Figure 5.5, a CML latch drives another CML latch. aldbad associated with the
output of CML latch is parasitic capacitance at the drainngiuit transistor with an additional
gate and drain junction capacitance of memory block of thehland the input capacitance of
next latch. Therefore first approach is to minimize the largjtall transistors to minimum size

allowed by technology thus minimizing parasitic capag&s

Rest of the design is based on choosing load resistanceafR)utrent and widths of all
transistor pairs in the circuit. Design constraints arg@outapacitance, voltage swing and input

frequency. The voltage swing,, is defined by,

‘/sw - 2]biasR (54)
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Figure 5.5. CML Latch design model

The gain of memory cellv .., should be greater than unity for proper operation. Since
both memory cell and input differential pair operate witlmgabias current the gain of input
differential pairAv is chosen to be same as(,c;). Av = Avpem) implies thatWs, =W,,.,,.
Although a ratio of 1 to 5 fodV,. /W, is tolerable, W, =1.29V;, is a reasonable choice for
a robust design and low input capacitance. For determiriaddil current all process corners
are concerned. A complex capacitance model is introduc@ddposed method thus in order
to simplify this design step, a tail current of 2@\ is approximated from reference designs
and used as initial estimation. After a few iterations for.8\0voltage swing, resistance R is
determined as 212 from (5.4) while2/;,, = 300uA. OncelV;, is determinedV,,.,, andW

is also determined from the above given ratios. The circanameters are as follows;

Win = 3.2um
Wi = 4pum
R = 2kQ

21hi0s = 300 A
CML outputs for divide-by-2 and divide-by-3 operation fobZ5Hz input signal is plotted
in Figure 5.6(a) and Figure 5.6 respectively. In dividezbgperation the program bit of 2/3 cell
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Figure 5.6. Output of 2/3 divider cell

is set to “0”. For divide-by-3 operation program bit is set1d.
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Figure 5.7. Divide-by-20 built with 2/3 cells

135

Referring to Figure 5.7 defined in (5.3), a division ratio 6fi& obtained by setting pro-

gram bits of each 2/3 delay by;

p0:0|p1:0|p2:1;p3:0

The CML output of programmable divider is converted to staghded rail-to-rail out-

put with an output stage similar to the output buffer used @O/block. The output of the

programmable divider is taken from the leftmost 2/3 cellrstizat jitter contribution of this

cell is lowest because its output is sampled by low-jitteL Blutput.Rail-to-rail output of pro-

grammable divider with a division ratio of 20 is shown in Fig.8.
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2.5 GHz rail-to-rail clock enters to divider and resultingtjput is 125 MHz rail-to-rail
signal which is capable of driving PFD for proper operatidhe duty cycle of output is unbal-
anced however it is stable. As mentioned in Section-2, PR&aips as an edge-sensitive logic

block that it successfully operates with this divider outpu

Total current drawn by programmable divider from power dyjppcluding output buffer
is 14.8 mA with a power dissipation of 26.6 mW.
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6. LOOP DYNAMICS

6.1. Transfer Functions

Transient response of PLLs is generally a non-linear pgddswever, similarly as feed-
back systems, a linear approximation can be used to unddrita trade-offs and behavior of
PLLs. A linear model of a Phase Locked Loop with transfer fiorns of each block is shown in

Figure 6.1.

Phase Detector

Loop Filter VCO

V.is) 4 B,
F(s) 5 /E: 2

Figure 6.1. PLL blocks with transfer functions

The input signal has a phase@fand the phase of VCO outputds. The output voltage

of phase-frequency detector is proportional to the phaféereince between,; and ¢, defined

by,

VPD = KPD(¢i - ¢o) (61)

whereKpp, is PFD gain already defined in Section-2fgsrp = V DD /27 in units of V/rad.

Loop Filter determines the dynamic behavior of a Phase Labtkmp. It has a transfer

function of F(s). Input of loop filter is charge-pump currand its output is VCO control voltage

V.- Anideal voltage controlled oscillator generates pecalitput whose frequency is linear
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function of V.

Wout = KVCO‘/ctrl (62)

whereKy ¢o IS the gain of voltage controlled oscillator in units of \reDeviation of from its

center frequency,,; is defined by,

Aw = KycoVer (6.3)

The frequency of VCO is the derivative of its phase and tlmeesbutput phase deviation is

defined by,

d¢,

—° = KvcoVir 6.4
0t veo Vetrl (6.4)

By taking the laplace transform of (6.4) the transfer fumcif VCO can be obtained as,

g{dio} = 5¢o(s) = KvcoVern(s) (6.5)
¢O($) = M (6.6)

S

The phase of VCO is linearly related to the integral of cantaitage meaning that a change in
control voltage is integrated by VCO and changes the outpas@ of VCO. The error signal at
the input of PFD is,

Qbe(S) = sz(s) - 9250(3) (6.7)
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Open-loop transfer function of a PLL is,

G(s) = KPDKZCC)F (5) (6.8)
The closed loop transfer function that relates the inpusplia the output phase is,
¢O(S) . G(S) . KPDKVC()F(S) (69)

bi(s) (s) = 1+G(s) s+ KppKycoF(s)

Above definitions of PLL is quite general and does not contharacteristic information of loop
filter therefore the order of PLL. The order of a PLL is detarad by the highest power of “s”
in the denominator of closed loop transfer function Hfs) if loop filter short-circuits the PFD

output to VCO meaning that it has no components thés) = 1. H(s) turns into,

Pol(s) _ KppKyco
di(s) H(s) = s+ KppKvco (6.10)

showing that a PLL is at least first order.

Loop type is determined by number of perfect integratordiwithe loop. A perfect
integrator means a pole at zero. Open-loop transfer fumgsaused to determine loop type.

Similarly, assuming that'(s) = 1 open-loop transfer functio@(s) turns into,

KppKvco
G(s) = —

(6.11)

showing that a PLL is at least type-one.

6.2. Loop Filter Design

A simple linear PLL model is explained in previous part. Marecise model of PLL

including charge-pump and feedback divider is shown in Fe¢2.
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Loop Filter VCO
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F(s) —O -
N

1IN

Figure 6.2. PLL transfer functions with divider and chargenp added

Here Kpp is the gain of PFD and charge pump together. The input of Idtgp s charge
pump current and its output is VCO control voltage. LoopifiiEPLL is based on second order

low-pass filter shown in Figure 6.3.

lep Vcon
o1 —— —_—t .,

Figure 6.3. Second order PLL loop filter

A loop filter based on a single capacitor would yield type-taop which has two poles
at zero with180° phase shift causing unstable behavior. For this reasonsiaesonnected to
filter capacitor in series bringing a zero and thereforeiktaiy the loop. However addition
of a resistor will introduce high frequency ripples in outpoltage. To eliminate those high

frequency components an additional filter capacifty) (s connected to those in parallel.

The loop filter transfer function is,

(s +1) (sCiR+1)

F(s) = =
sTi(sts+1)  s(Cp + Cg)(s—giféfz +1)

(6.12)
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Open-loop transfer function of PLL is,

G(S) _ KPDKVC()(STQ -+ 1) _ KPDKVCO (801R+ 1) (6 13)
827_1(87_3 + 1) S S(Cl -+ Cg)( 5122012 + 1) .
log|G|

-40dB/dec

-20dB/ {1121..

-90
-135
-180

Phase(deg)

Figure 6.4. Bode-plot of PLL open loop transfer function

Figure 6.4 shows the bode plot of a third order type-two lodjhe phase shift at DC
frequency isI80° because of two poles at, thus amplitude slope is -40dB/dec. The phase shift
is 135° and the magnitude slope is -20dB/dec at frequency of @efol /7,. At w = 1 /73 slope
of magnitude is -40db/dec and phase shifti5s° again. Since phase margin is greater thah

therefore loop is unconditionally stable.

The closed loop transfer function of a PLL is,

G(s)

HO) =136

(6.14)

Since loop filter is second order the closed loop transfestfan is going to be a third-order. Itis

common to approximate the system as a second-order systapgigcting the pole introduced
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by C5 which is approximately 20 times greater than crossovewutaqy [21]. The closed loop

transfer function represented in control system approsch i

2Cwy,s + w?
H(s) = L A
() 52 + 2Cwy, s + w? (6.15)
Natural frequency of the system,() is defined by,
KppKvco
_ A
Wn NG, (6.16)
Crossover frequency is defined by,
we = 2Cwy, (6.17)
Damping factor () is defined by,
1 [KppKvcoR?*C)
(= 2\/ N (6.18)
The frequency of zera.(,) is defined by,
w 1
=2 = 6.19
“: =20 7RG, (6.19)
The frequency of third poleds, ) is,
21
Cit e (6.20)

Ward =G LR RC,

The 3dB frequency of a second order closed loop system isatklin,

W3dB = wn\/2C2 +14+/(2C2+1)2+1 (6.21)
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In more simple form, crossover frequency is very close to BdBuency and they both can be

written as,

We = w3qp = 2Qwp, (6.22)

However this is valid for damping factors greater than 2 uFegs.5 shows the plot of both (6.21)
and (6.22) and represents the ratiaugfg/wn.

8
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1.5%10°
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C 3

Figure 6.5. Output of two functions for 3dB frequency ratio

For higher values of both equations are valid to determing;z andw,.. For small values

of ¢ and which is the case for this design (6.21) gives bettercagmation forws,z.

Adjusting PLL parameters comes with trade-off betweenrefasivitching and lower ref-
erence spurs. Increasing the loop bandwidth decreasesitoelhowever increasing reference
spur levels In opposite way decreasing the loop bandwidtheases the lock time but helps

reducing reference spur levels [22].

Based on the parameters of loop components calculatedviopessections the loop filter

design is straightforward. Loop bandwidth with unity danmgpi(( = 1) for typical process
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parameters is chosen to be,

fo = 550kH 2 (6.23)

yielding a crossover frequency of,

At desired bandwidthfi, = 550k H z) the corresponding capacitance valuedgris found to be

C, = 293pF (6.25)

Figure 6.6 shows the plot of natural frequency versus lotgr filapacitance((;).
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Y2-Value Copy Y2
10} .
( 6 g \ | Track data points Close
Fni10.1077_7.10° ,Clarge, 20/
710" : ’
Exlﬂs-
5 .033x10°, c . ]
Gx10 :
lbclfl_lD 2><1D_1D 3><ll3_1D
1a0.10-12 Clarge 350107 12

Figure 6.6. Natural frequency versus loop filter capaciag)

Since(), is assumed to be 20 times less tlian

Cy = 14.7pF (6.26)
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The resistance for unity damping € 1) is calculated with (6.18) is found to be,

R = 2kQ (6.27)

A MATLAB script written as a single m-file is given in AppendB to calculate loop filter
components and determine bode plot of open loop transfetibmand closed loop response. In
Figure 6.7 bode plot of open loop transfer function is sholRlmase margin is found to [66.1°
which satisfies the condition for stable loop at crossovequency 1.06 MHz. In Figure 6.8
amplitude plot of closed loop system is shown. Peaking atk#bdis observed due to zero
introduced by the loop filter resistor. The 3dB frequencyhaf tlosed loop system is found to
be 1.54 MHz.

Bode Diagram
Gm=-InfdB {at 0 Hz) , Pm=85.1 deg (at 1.08e+008 Hz)
T

agnitude (dB)

System: LG

qopli iiitil i Phase Margin (deg): 65.1
_an . Delay Margin (sec): 1.7e-007
[T U At frequency (Hz): 1.06e<008 | '

System: LG i
| Frequency (Hz): 3.048+005 @ &
Phase (deg) -135

Closed Loop Stable? Yes

Phase (deq)

St System: LG |
' | Freguency (Hz): 5.22e+006

st A
P P : Phase (deg): -135

Frequency (Hz)

Figure 6.7. Open-Loop AC response of PLL

6.2.1. Loop Filter Implementation with MOSFET Capacitance

Loop filter components are on-chip devices therefore theyimplemented within the

integrated circuit. Loop filter capacitors are implementgith NMOS capacitance and resistor
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Closed-Loop Bode Diagram

| | Peak gain (dB): 1.52 | System: CLoop s
At frequency (Hz): 4.5e+005 | Freguency (Hz): 1.54e+006 |
o . I Magnitude (dB); -3 f

Magnitude (dB)

Freguency (Hz)

Figure 6.8. Closed-loop AC response of PLL

is implemented with HRI High Resistivity Poly resistor. Teehematic of loop filter with HRI

resistor and NMOS capacitance is shown in Figure 6.9.

C, — Sl

L 2L

Figure 6.9. Loop filter implementation with NMOS capacitanc

NMOS capacitor is highly linear if it is biased above thrdshdts value varies negligi-
bly with temperature and process. Thus an NMOS capacitoses to implement loop filter
capacitor. Figure 6.10 shows charging of an ideal capaaitdrMOS capacitor biased above
threshold.
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Figure 6.10. Charging of ideal capacitor and MOS capacitor
The capacitance of an NMOS capacitotis.C,, if Vi > Vyy andC,, is defined by,

€ox
Cox =

o (6.28)

whereT,, is gate thickness of MOSFET.

The devices are,

Table 6.1. Loop Filter NMOS Capacitance Parameters

Device| Value | W (um) | L (wm) | Number of Devices
4 293 pF 20 20 90
Cs 14.7 pF 10 10 18

Loop filter resistor is implemented with HRI High ResistwRoly which has weak nega-

tive temperature constant. In Figure 6.11 variation ofstesice of a 10 resistor is plotted.

It is seen that at 2’C” for typical case the resistance is about X0 kHowever for fast

corner with -48C operating temperature (FF) the resistance will decreage2té(2 and for
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Figure 6.11. Resistance variation versus temperature ra@oe $s5

slow corner with 12%" operating temperature it increases to 10.5kith a relative change of
10 per cent. Alsoitis worth to mention that NMOS capacitaranges very less with temperature

therefore affecting loop dynamics negligibly.

Since resistance varies with temperature and processcru@al to analyze damping
coefficient and therefore stability of loop the loop. Fortfesrner operation (T=-4%", Iop =
11pAandKy oo = 10GH z/V), natural frequency,, of the loop increases slightly and becomes
0.69 MHz. The loop filter resistance (R) decreases to L.&kd resulting damping factaris
equal to 1.14.

For slow corner operation (T=126, Iop = 9.48uA and Ky oo = 3.8GHz/V), natural
frequencyf,, decreases to 0.39 MHz. Loop filter resistance R increase2 t.2and resulting
damping facto = 0.8. For both corner operation (FF and SS) damping facter0.707 and

stability is ensured.



7. TOP LEVEL PLL SIMULATION

7.1. Transient Simulation

The stability of analysis of PLL is based on s-domain repregen of each building

block. After determining the bandwidth and loop filter paeders transient simulation of PLL

in transistor level is done. Figure 7.1 plots the simulatbRLL from OV VCO control voltage.

— {freqw (" /CIK" result "tran-tran™y
- fWcan; tran ()

3.0

1000

) /f.m 800.0 /

/// 500.0 P
P /
15 400.0

frequency (GHz)

<
£
i /
Lo / 200.0
500 / o
o /
0 5.0 10 15 20 25 20 ‘200-00 A A
time {us) tirme (us)
(a) Frequency (b) VCO control voltage

— i fVO/PLUS; tran ()

-15

Tirme {us)

(c) Total current

T
0 10 20 0 40

Figure 7.1. PLL top-level Simulation - Kickstart

30
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Figure 7.1(a) shows the frequency versus time, Figure Y si{bws control voltage and
Figure 7.1(c) shows the current consumption of whole PLLeEWRLL is locked, average cur-

rent drawn from power supply is 33.8 mA and power consumpi@.8 mWw.

Figure 7.2 shows the PLL transient simulation while a stgqins applied to PFD input

by shifting the phase of reference clock at t310

2. s70

i EEE /

GHz

2.30 530

2.2

2.1

2.0 790

L=
~
%]

time (us) time (us)

(a) Frequency (b) VCO control voltage

-25.0

-27.5

=300

-32.%

mA

-35.0

=375

-40.0

-42.5

1 T T T 1
0 5.0 10 15 20
time (us)

(c) Total current
Figure 7.2. PLL top-level simulation - Step after lock

After PLL is locked phase difference between referencekc(®EF) and divided PLL

5.0 7y 100 125 130 0 2.5 5.0 7.5 10.0 125 150
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clock is expected to be zero. However due to gate leakagerduyy,,, of MOSFET capacitances
and possible mismatch errors in charge-pump results in siergil phase offset between two

inputs of PFD. Phase-offset for single reference clockaakis defined by,

27TIleak

Ay = (7.1)

Icp
showing that increasing charge pump current decreases pffast. Measured phase offset for

input is 44 pS and for 8 nS reference clock period this diffeegyieldsl.98° phase offset.
7.2. Phase Noise Analysis of PLL

Simulating PLL takes very long time because period of VCOeas/\vsmall compared to
lock time of PLL. This is true when PLL is simulated in termssoftages and currents. However
it is possible formulate models based on the phase of thalsig)mmely phase-domain model
[23]. The phase-domain of a PLL is represented in FigureHe3e, noise contribution of each

block of PLL is injected to the loop after each block.

FD PED/CP LF VCO
"bref

37 i
O] S (D Hw) oy *@}ﬂ‘ﬁ
M 2 = Jjo
Fdet FD ¢."_‘|:0
1
N [

qj fdn

Figure 7.3. Phase domain model of PLL

The most dominant phase noise source in PLL is VCO. For thayais the noise con-
tribution of VCO is analyzed and the rest of noise sourcesiagtected. The transfer function

between output and input of PLL is already defined as,

Po(S)
i(s)

NKppK F
:H(s)— PDAAVCO (S)

= 7.2
NS+KPDchoF(S) ( )
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where N is the feedback divider ratio. Writing the transiemdtion between output and VCO
yields,

¢o($) o NS
¢vco($) N Ns + KPDchoF(S)

=1—H(s) (7.3)

The loop filter is a low-pass filter and (7.2) states that nfnem the PLL input is suppressed
by the loop filter. Equation (7.3) simply shows that the loedguency noise from the VCO
is filtered but high frequency noise components are pass#tet®LL output.In other words

increasing the loop BW reduces the effect of VCO jitter wihiéereasing it reduces input jitter.

Phase noise of VCO is injected to ideal model of PLL. Bandwjatirameters are already
calculated and phase noise of PLL output is obtained witsdhmarameters. Resulting phase
noise plot of PLL is shown in Figure 7.4. Effect of PLL noisesigopressed in frequencies less

=: output naiss; v /
1w output naise; W/

Tk I 1@‘( HH”TII@EIKI 1M I 1@\:1 II””TI@EM
freq ( Hz )

Figure 7.4. PLL Phase Noise
than loop bandwidth. After crossing the loop bandwidth thage noise of VCO is fully seen

at the output of PLL due to high pass characteristio g%) /¢y co(s). Phase noise at 100 kHz
offset is -93 dB and at 600 kHz offset -87 dB. Phase noise of \dé€reases with frequency
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however output phase noise of PLL increases due to peakirgglirced by the zero in the loop

filter. This shows how loop bandwidth affects output phadsenof PLL.
The relationship between phase noise and jitter can belatdd.by integrating the power

spectral density of PLL output phase noise [24]. The vaedncabsolute jitter is related to the

total area of it the output PSD spectrum and it is defined by,
G | Sdnd (7.4
)? Jo
whereS,;;(f) is the spectral density of phase noise in units@f?/ H -.
Using 7.4 absolute jitter is found to be,
oA =56pSRMS (7.5)
and peak-to-peak jitter is found to be,
604 = 36.6pSpeak — to — peak: (7.6)

Jitter quantity based on PSD of phase noise output of PLL lsutzded. For more accurate

results phase noise contribution of other blocks of PLL $thalso be taken into consideration.
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8. CONCLUSION

This work has presented the analysis and design of a higjudrecy low-jitter clock syn-
thesizing PLL at 2.5GHz. The design is a conventional chawgep PLL utilizing a 3-stage
ring oscillator with Maneatis-type loaded delay cells. ey design issues demonstrated in

this work can be summarized as follows:

Linearly modeling the 3rd order PLL - which is in fact a diger¢ime system - for stability

and noise analysis in frequency domain

¢ Identifying the non-idealities in the loop control compatsee(PFD, charge pump, and loop
filter) and reducing their effects on PLL output noise.

e Designing a low noise VCO immune to GND/VDD bounce

e Developing a methodology to estimate VCO jitter contribatat the PLL output via Spec-
treRF phase-noise simulation together with spectre’senamalysis

e Checking the design over all process corners and a wide tatope range (-4@' to
125C)

¢ Investigating the use of high speed CML gates to build veghlspeed dividers

The final design is simulated to successfully synthesiz& &2z clock from a 125 MHz
clock source over all PVT (process, voltage, temperaturatan). The absolute jitter contri-
bution of the VCO (main jitter source in the loop as long asothop components are properly
designed) at the PLL output is estimated to be 5.6ps RMS. This Bverage power dissipation
is 60.8 mW (1.8V power supply). The PLL performance paransedee summarized in Table
8.1.



Table 8.1. PLL Summary

Parameter Value
Output Frequency 2.5GHz
Reference Frequengy 125 MHz
Divider Ratio (N) 20
Power Dissipation 60.8 mW

Absolute Jitter

5.6 pS (RMS), 36.6 pS (peak-to-ped

K)
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APPENDIX A: Logical Effort

The method of logical effort is a way to estimate delay in a C3/€rcuit. Delay estimates
of different logic structures can be compared and fastest®selected. Also ideal number of
logic stages and proper transistor sizes for logic gatespattais determined. Because it is an
easy method evaluating different alternatives providesalgtarting point at early stages of a
design [25].

A.1. Delay in a Logic Gate

The method of logical effort is based on simple model of tHayléhrough a single MOS
logic gate. The delay is caused by capacitive load whichdbeIgate drives and the topology
of the logic gate. Simply, as the load increases the delagases. Also the delay depends on

logic function of the gate.

Inverters are the simplest logic gates that drive capa&citads. They are also used to
drive large capacitve loads. However a different gate likeNI® which computes a different
function requires more transistors some of which connectedries. Therefore a longer delay

is expected from a NAND gate when compared to an inverter.
Based on delay of an inverter a unit deltagan be expressed as:
d=f+p (A1)
p is a fixed delay callegharasitic delayand f is proportional to the load at the gate’s output

calledeffort delayor stage effort The effort delay depends on two elemeintgjical effortg is

related with gate’s properties aptectrical effortis related with load. In terms of these elements
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effort delay can be expressed as,

J=gh (A.2)

Logical effortg depends on the logic gate’s topology and it’s ability to proel output current.
Electrical efforth describes how the electrical environment of the logic gaie size of the
transistors of the logic gate determine gate’s load dricagggbility. Electrical effortis expressed

as:

(A.3)

C,. IS the capacitance that loads the gate’s output@nds the capacitance of the gate’s input

terminal. Electrical effort is also called &nout Combining A.1 and A.2 yields,

d=gh+p (A.4)

The electrical efforth, combines the effects of external load, which establighgg with the

sizes of the transistors in the logic gate, which estalilish The logical efforty expresses the
effects of circuit topology on the delay independent of lagdr transistor size. Logical effort
is useful because it depends only on circuit topology. Lalgéffort values for a few CMOS

logic gates are shown in Figure A.1(a)

Nutnber of inputs

Gate type 1 2 3 4 5 " Gate type Parasitic delay
Inverter 1 Inverter Pinnv
NAND 443 53 63 T/3 (n+2)/3 i-input NAND D iy
NOR 5/3 7/3 0 943 1173 (In4+1)/3 i-input NoR HPiny
Multiplexer 2 2 2 2 2 n-way multiplexer  2upjy,
XOR ( parity) 4 12 32 XOR, XNOR "l'p.".'.‘l’

(a) logical effort of gates (b) parasitic delay of gates

Figure A.1. Delay Values of different logic gates
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The parasitic delay expresses the intrinsic delay of the gate due to its ownnateapac-
itance which is mostly independent of size of transistor®gic gate. A list of parasitic delay

of some basic gates are shown in Figure A.1(b).
Based on the information on delays given above and coneglelelay Equation A.8
amount of delay of an inverter and 2-Input NAND gate can bewudated. Shown in Figure A.2,

the delay of two gates are observed on a plot.

& -

Effort delay

Normalized delay: d

Parasitic delay

! Y
0 T T t T T

3 4 5
Electrical effort: h

=
(3]

Figure A.2. Plots of delay equation for an inverter and twput NAND gate

Example: Estimate the delay of a fanout-of-4 (FO4) inverter showniguFe A.3.
Because each inverter is identi¢d),, = 4C;, sSoh = 4. According to Equation A.8 delay is
d = gh+ p = 124 + pyny = 5. Itis sSometimes suitable to express delay in terms of FOdydel

because of itis commonly known for each process.

A.2. Multistage Logic Networks

So far delay is expressed in terms of a single logic gate andaid at the output. If the

delay of a path which consists of multiple logic gates, dglarameters of the previous preceding
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k—d —

Figure A.3. An inverter driving four identical inverters

chapter is generalized in terms of a path delay.

Uppercasé; denotegath logical effortso it is distinguished frorng. Subscript indexes

the logic stages along the path.
G=1]g (A.5)

Uppercaséd now indicates the electrical effort of along a path.

(A.6)

In that case&’,,; and(;, refer to output and input capacitance of a path. At that ppmegw kind
of effort, named Branching Effort is introduced to accowntfinout within a network. When
fanout occurs within a logic network, some of the availabiigedcurrent is directed along the
path we are analyzing, and some is directed off that path&Veelthe branching effort b at the

output of a logic gate to be

h— CYonfpath + CVofffpath o Ctotal (A?)

C’on—path Cuseful

where(C,, . IS the load capacitance along the path we are analyzingCgpd .., is the
capacitance of connections that lead off the path. Noteitliae path does not branch, the

branching effort is one. The branching effort along an emath B is the product of the branch-
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ing effort at each of the stages along the path.

G = H b; (A.8)
with definitions of logical, electrical, and branching effalong apath, we can define the path
effort F. Again, we use an uppercase symbol to distinguislptth effort from the stage effort f
associated with a single logic stage. The equation thatekepath effort is,

F=GBH (A.9)

Note that the path branching and electrical efforts ardedlto the electrical effort of each stage:

Cou
BH = Cth:Hb,»:G:Hh,» (A.10)

The path delay D is the sum of the delays of each stages ofiloghe path. Path delay D

is defined by,
D=) di=Dp+P (A.11)
where path effort delayr is,
D=> g (A.12)
and the path parasitic delay,
p=>_pi (A.13)

The path is least when each stage in the path occupies sageee$art. The minimum delay is
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achieved when stage effort is,
f=gihi = F'/N (A.14)
Therefore minimum achievable delay in a path is defined by,
D=NF'/N4p (A.15)
Then each logic stage should be designed with electricaiteff
o FUN

h; (A.16)
9i

From this relationship, we can determine the transistassaf gates along a path. Start at the

end of the path and work backward, applying the capacitamacsformation,

9(out)i
Clinyi = 2 ft) (A.17)

This determines the input capacitance of each gate, whithhea be distributed appropriately
among the transistors connected to the input. This proseegamplified with the following

example.

Example: Size the circuit in Figure A.4 for minimum delay. Suppose kbad is 20

microns of gate capacitance and that the inverter has 1@nsa@f gate capacitance.

10 pm gate cap

9,
.. b. 20 um gate cap

Figure A.4. Multistage path with different gates
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Assuming minimum-length transistors, gate capacitangmoigortional to gatewidth. Hence,
it Is convenient to express capacitance in terms of micrégst@ width, as given in this prob-
lem.The path has logical effort G = 1 x (5/3) x (4/3) x 1 = 20/9eelectrical effortis H = 20/10
= 2, and the branching effort is 1. Thus, F = GBH = 40/9, #inel(40/9)/4= 1.45,

Start from the output and work backward to compute sizes: @ x 2/1.45 =14,y =14
X (4/3)/1.45 =13, and x = 13 x (5/3)/1.45 = 15. These input gatkths are divided among the
transistors in each gate. Notice that the inverters argmeagilarger electrical efforts than the

more complex gates because they are better at driving loads.



APPENDIX B: MATLAB Loop Filter Design Script

%% pll_sim.m

function pll_sim

s = tf(’s’);

%% User Inputs - 1

display(Enter Circuit Metrics: ’);
display(’ );

input(VCO Gain (GHz/V): 7);
Kvco * 2+ pi *1079;

Kvco

Kvco

o
©
I

input(Charge Pump Current (uA): °);
Icp/(2  *pi) *10°-6;

o
©
I

N = input(’Feedback Divider Counter Value (N): ");

%% User Inputs - 2

display(’ ’);

display(Enter PLL Loop Filter Metrics: °);
display(" °);

fn = input(Loop Bandwith (MHz): ");
fn= fn *1076;

zeta = input('Damping Coefficient: ’);
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%% Loop Filter Component Definitions

Cl=Icp *Kvco/N/(2 =pi *fn)"2;
R=2* zeta/sqrt(lcp * Kvco * C1/N);
C2=C1/20;

%% Loop Filter S-Domain Transfer Function

num = [0 R*xC1 1],
den=[R *C1xC2 C1+C2 0];
Flf=tf(num,den);

%% Loop Gain Transfer Function

Kvco = Kvcol/s;

LG = Icp *FIf *Kvco/N;

%% Closed Loop Transfer Function
CLoop = feedback(LG,1);

%% Bode Plot - Loop Gain and Phase
P=bodeoptions;

P.Grid = 'on’;

P.FreqUnits = 'Hz’;

figure;bodeplot(LG,P);hold on
margin(LG);

Margin
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%% Closed Loop Simulation

P=bodeoptions;

P.Grid = 'on’;

P.FreqUnits = 'Hz’;
figure;bodeplot(CLoop,P);hold on
title("Closed-Loop Bode Diagram’);

%% Step Response of the System
figure;pzmap(CLoop);
title(Step Response of the System’);

%% Display Capactior and Resistor Values
display(’ ’);
display(’ );

disp(['Clarge=" num2str(C1)]);

display(" °);

disp(['Csmall=" num2str(C2)]);
display(’ ’);

disp(R=" num2str(R)]);
display(’-=-=-=======s=ssssosmcenecnaeeu- s
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