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Abstract 
 
In this paper, we present an off-line signature 
recognition and verification system which is based on 
moment invariant method and ANN. Two separate 
neural networks are designed; one for signature 
recognition, and another for verification (i.e. for 
detecting forgery). Both networks use a four-step 
process. First step is to separate the signature from its 
background. Second step performs normalization and 
digitization of the original signature. Moment invariant 
vectors are obtained  in the third step. And the last step 
implements signature recognition and verification.  
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1. Introduction 
Signature is a special case of handwriting which includes 
special characters and flourishes. Many signatures can be 
unreadable. They are a kind of artistic handwriting objects. 
However, a signature can be handled as an image, and 
hence, it can be recognized using computer vision and 
artificial neural network techniques.  
 
Signature recognition and verification involves two separate 
but strongly related tasks: one of them is identification of 
the signature owner, and the other is the decision about 
whether the signature is genuine or forged. Also, depending 
on the need, signature recognition and verification problem 
is put into two major classes: (i) online signature 
recognition and verification systems (SRVS) and (ii) offline 
SRVS. Online SRVS requires some special peripheral units 
for measuring hand speed and pressure on the human hand 
when it creates the signature. On the other hand, almost all 
off-line SRVS systems relies on image processing and 
feature extraction techniques. 
 
In the last two decades, in parallel with the advancement in 
the sensor technology, some successful online SRVS are 
developed [1, 2, 3]. There are also many studies in the area 
of offline SRVS category [4, 5, 6, 7, 8, 9, and 10]. These 
studies are generally based on ANN [4,10], analysis of the 
geometry and topology of the signature [11], and its 
statistical properties [9].  

 
In this study, we present an off-line signature recognition 
and verification system which is based on a moment 
invariant method. Two neural networks are designed; one 
for signature recognition, and another for verification (i.e. 
for detecting forgery). 
 
2. Image processing 
The camera-captured or scanned real world images 
containing human signatures are processed using several 
image processing algorithms before the calculation of the 
moment invariants. These processes are given below. 
 
2.1 Converting Color image to gray scale image  
In present technology, almost all image capturing and 
scanning devices use color. Therefore, we also used a color 
scanning device to scan signature images. A color image 
consists of a coordinate matrix and three color matrices. 
Coordinate matrix contains x,y coordinate values of the 
image. The color matrices are labeled as red (R), green (G), 
and blue (B). Techniques presented in this study are based 
on grey scale images, and therefore, scanned or captured 
color images are initially coverted to grey scale using the 
following equation [12]: 
 
Gray color = 0.299*Red + 0.5876*Green  
+0.114*Blue     (1) 
2.2 Noise Reduction 
Noise reduction (also called “smoothing” or “noise 
filtering”) is one of the most important processes in image 
processing. Images are often corrupted due to positive and 
negative impulses stemming from decoding errors or noisy 
channels. An image may also be degraded because of the 
undesirable effects due to illumination and other objects in 
the environment.  Median filter is widely used for 
smoothing and restoring images corrupted by noise. It is a 
non-linear process useful especially in reducing impulsive 
or salt-and-pepper type noise. In a median filter, a window 
slides over the image, and for each positioning of the 
window,  the median intensity of the pixels inside it 
determines the intensity of the pixel located in the middle of 
the window. Different from linear filters such as the mean 
filter, median filter has attractive properties for suppressing 
impulse noise while preserving edges. Median Filter is used 
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in this study due to its edge preserving feature [13, 14, 
15,16]. 
 
2.3 Background elimination and border clearing  
Many image processing applications require the 
differentiation of objects from the image background. 
Thresholding is the most trivial and easily applicable 
method for this purpose. It is widely used in image 
segmentation [17, 18]. Thresholding is choosing a 
threshold value T and assigning 0 to the pixels with values 
smaller than or equal to T and 1 to those with values greater 
than T. We used thresholding technique for differentiating 
the signature pixels from the background pixels. Clearly, in 
this application, we are interested in dark objects on a light 
background, and therefore, a threshold value T, called the 
brightness threshold, is appropriately chosen and applied to 
image pixels f(x, y) as in the following: 
 
If   f(x,y) ≥ T  then 
     f(x,y) = Background 
else f(x,y) = Object  (2) 
 

               
 

a) Captured signature  b) signature image with 
background removed 

 
Figure 1. 

 
Signature image which is located by separating it from 
complex background image is converted into binary 
image whit background taking the pixel value of 1. 
Vertical and horizontal (histogram) projections are 
used for border clearing. For both   direction, vertical 
and horizontal, we counted every row zeros and the 
resulting histogram is plotted sideways.   
 
2.5 Signature normalization 
Signature dimensions may vary due to the irregularities in 
the image scanning and capturing process. Furthermore, 
height and width of signatures vary from person to person 
and, sometimes, even the same person  may use different 
size signatures. First, we need to eliminate the size 
differences and obtain a standard signature size for all 
signatures. After this normalization process, all signatures 
will have the same dimensions. In this study, we used a 
normalized size of 40x40 pixels for all signatures that will 
be processed further. During the normalization process, the 
aspect ratio between width and height of a signature is kept 

intact. Normalization process made use of the following 
equations: 
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In these equations: 
xi,,yi : pixel coordinates for the normalized signature, 
x’i,,y’i  : pixel coordinates for the original signature, 
M : one of the dimensions (width or height) for the 
normalized signature 

 
The normalization process is demonstrated in the following 
figure. 
 

                      
 a) Original signature image b) Normalized signature 

 
Figure 2.  Signature normalization  

 
3. Moment invariant method 
Moment invariants are properties of connected regions in 
binary images that are invariant to translation, rotation and 
scaling. They can be easily calculated from region 
properties and they are very useful in performing  shape 
classification and part recognition. One of the techniques 
for generating invariants in terms of algebraic moment was 
originally proposed by Hu [19]. The algebraic moment of 
the characteristic function f(x,y) is defined to be: 
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This can be approximated in discrete form by: 
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A geometric figure can be uniquely determined by its 
algebraic moment. Therefore, instead of looking for 
invariants of moments, only invariants of low order 
moments are used in practical applications. Moment 
invariants are usually specified in terms of centralized 
moment. Here, the moment is measured with respect to the 
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“center of mass”, (x’, y’).  The central moment, µ, with 
respect to the centroid, and the normalized central moment, 
η, are calculated as: 
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The moment invariants used in our research are computed 
using the equations given in Table-1(b) for all signatures at 
various angles. 
 
Table 1 : (a) Formulas used for specific central moments 
 b) List of the derived invariant moments 
Central Moments Derived Invariant Moments 
µ00=m00 I1=η20  + η02 

µ10=0 I2=(η20 -η02)2+4η11
2 

µ01=0 I3=(η30  - 3η12)2+ (3η21-η03)2 
µ20= m20-x’m00 I4=(η30  + η12)2+ (η21-η03)2 
µ02= m02- y’m01 I5=(η30  - 3η12) (η30 + η12)2( (η30 + η12)2 -3(η21 + 

η03)2) + (3η21  - η03) (η21 + η03)(3 (η30 + η12)2 -
(η21 + η03)2) 

µ11= m11- y’m10 I6=(η20  - η02) ((η30 + η12)2- (η21 + η03)2 )+ 4η11  
( η30 + η21 )(η21+ η03) 

µ30= m30-3x’m20 + 
2x’m10 

I7=(3η12  - η30) (η30 + η12)( (3η30 η12) -  3(η21 + 
η03)2) + (3η21- η03) (η21 + η03)(( 3η30 η12)2 -(η21 

+ η03)2) 

 
4. Digitization of signatures 
Calculating moment invariants: 
Feature vectors are generated using moment invariants. For 
this purpose, we use six different signature images which 
are sign different time. Then, we produced six different sets 
of feature vectors for every signature where each set 
consisted of seven moment invariant values listed in Table 
1(b). A sample feature vector is shown in Figure 3. 
 
 
  
 
 
 
                                                                  
Global properties: seven global features are used for 
better results.  These features are signature height-to width 
ratio, maximum vertical projection, maximum horizontal 
projection, image area, vertical center of signature, vertical 
projection peaks and horizontal projection peaks. 
 
4. ANN design for signature recognition and 
verification  
We designed a multilayer feed forward artificial neural 
network for recognition of off-line digitized signatures. The 

proposed ANN consists of 14 input variables, 18 hidden 
neurons, and 30 output variables and it is designed to 
recognize one signature at a time. Backpropagation 
algorithm is used for training. 
 
4.1. Training for signature recognition 
First, an input/output database is created manually for 
training and testing the ANN for six signature image which 
are belong to same person but signed different time.  Each 
input vector consists of seven moment invariants obtained 
for a signature.  As explained earlier in section 4, six 
different moment invariant vectors are produced for each 
signature. These six vectors are divided into two sets each 
containing three vectors. One of these sets (3 input vectors) 
is used in the training of ANN and the other set (remaining 
3 input vectors) is used for testing. Additional, We also 
produce seven extra properties for a signature. As also 
explained earlier in section 4. The database contained a total 
of 30 different signature images which are used for both 
training and testing. Since 3 input vectors for each image is 
used for training purposes, there are a total of 90 (30*3) 
input vectors (data sets) in the training set. The remaining 
90 data sets are used for testing. ANN contained 30 binary 
output values each corresponding to one signature being 
tested as shown in Table 2.  Under normal (correct) 
operation of ANN, only one output is expected to take a 
value of “1” indicating the recognition of a signature 
represented by that particular output. The other output 
values must remain zero. In general, the number of outputs 
must be equal to the number signatures being considered.  
Table 2 shows a number of real input/output vectors used in 
the training set.which are obtained from a set of signatures. 
 
Table 2. A sample input set for signature recognition NN. 

 
4.2. Signature verification 
In this part of the study, our purpose is to authenticate a 
signature i.e. to verify that the signature is not counterfeit 
and it really belongs to the person who is claimed to be the 
owner of the signature. The ANN used for this purpose is 
also a multilayer feed forward network which consists of 14 
input variables, 10 hidden neurons, and 2 output variables 
indicating whether the signature is fake or true. 

 Inputs(moments)  Inputs(global features)  Outputs 
Signature images I1 I2 ... I7 I8 … I14 O1 O2 O3 O4  O30 

 
0.24498 

 
0.01320 

  
0.01508 

 
0.9201 

  
7 

 
1 

 
0 

 
0 

 
0 

  
0 

 
0.21825 

 
0.06348 

  
0.24186 

0.9211   
7 

 
1 

 
0 

 
0 

 
0 

  
0 

 
 
0.76491 

 
0.12616 

  
0.99508 

 
0.9307 

 7  
1 

 
0 

 
0 

 
0 

  
0 

 
0.51865 

 
0.17235 

  
0.21363 

 
0.7413 

  
10 

 
0 

 
1 

 
0 

 
0 

  
0 

 
0.49462 

 
0.02351 

  
0.08364 

 
0.7371 

  
10 

 
0 

 
1 

 
0 

 
0 

  
0 

 
 
0.68945 

 
0.09235 

  
0.20112 

 
0.7382 

  
10 

 
0 

 
1 

 
0 

 
0 

  
0 

 
0.56872 

 
0.16345 

  
0.22116 

 
0.8293 

  
7 

 
0 

 
0 

 
1 

 
0 

  
0 

 
0.56872 

 
0.16345 

  
0.12125 

 
0.8421 

  
7 

 
0 

 
0 

 
1 

 
0 

 
 

 
0 

 
 
0.39925 

 
0.10635 

  
0.02115 

 
0.8304 

  
7 

 
0 

 
0 

 
1 

 
0 

  
0 

. 

. 

. 

 

. .      . 
. 
. 

. 

. 

. 

. 

. 

. 

   

 
0.22156 

 
0.00396 

  
0.00842 

 
1 

  
11 

 
0 

 
0 

 
0 

 
0 

  
1 

 
0.37143 

 
0.00296 

  
0.00242 

 
1 

  
11 

 
0 

 
0 

 
0 

 
0 

  
1 

 

 
0.21433 

 
0.01591 

  
0.00359 

 
1 

  
11 

 
0 

 
0 

 
0 

 
0 

  
1 

5.18647933247972E-0001 
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8.86884674185101E-0002 
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Backpropagation algorithm is used for training. The training 
data set is obtained from three original (authenticated) 
signatures provided by the real owner and three fake 
signatures. As it was done for the preparation of the training 
data for the ANN used in recognition, three invariant 
vectors per signature is used in the training set.  Therefore, a 
total of  18 moment invariant vectors are used in the 
training set. A sample set of three signatures belonging to 
the same person is shown in Figure 4. 
 

 
Figure 4.   Tree signatures which belong to the true 

owner of the signature 
 
5. Implementation and test results 
5.1. Signature recognition 
The program used a windows interface as shown in Figure 
5. This software allowed the signature images to be loaded 
one at a time and used in training and testing. First, the 
signature image is captured using a CCD camera or a 
scanner, then, through several image processing operations, 
it is converted to binary and normalized to a 40*40 image as 
explained earlier. Moment invariant and additional values 
are obtained from the normalized image which is then used 
as the input vector to the ANN.  After the training of the 
ANN for signature recognition, the system is ready to 
recognize a given signature.  

 
Figure 5.  Software interface for the signature 

recognition  and  verification system 
 
The signature recognition system is tested using 30 
signatures chosen at random. The images were obtained 
using the following properties: 
•  Signatures were signed inside a special framed area. 
•  Images were taken with a simple CCD camera and they 

were shot from a fixed distance. 
  

As explained in Section 4.1., 30 images in our database 
belonging to 30 different signatures are used for both 
training and testing. Since 3 (out of 6) input vectors for each 
image were used for training purposes, there are only 90 
(30*3) input vectors (data sets) left to be used for the test 
set. Under normal (correct) operation of the ANN, only one 
output is expected to take a value of “1” indicating the 
recognition of a signature represented by that particular 
output. The other output values must remain zero. The 
output layer used a logic decoder which mapped neuron 
outputs between 0.5-1 to a binary value of 1. If the real 
value of an output is less than 0.5, it is represented by a “0” 
value. The ANN program recognized all of the 30 
signatures correctly. This result translates into a 100% 
recognition rate. We also tested the system with 10 random 
signatures which are not contained in the original database. 
Only two of these signatures which are very similar to at 
least one of the 30 stored images resulted in “false 
positives” (output > 0.5) while the remaining 8 are 
recognized correctly as not belonging to the original set (the 
output value was <= 0.5). Since recognition step is always 
followed by the verification step, these kinds of false 
positives can be easily caught by our verification system. In 
other words, the verification step  serves as a safeguard 
against  “false positives” as well as “false negatives”. 
 
5.2. Testing the verification system 
Training for verification is explained in Section 4.2. 
Signatures used for testing the verification system are 
obtained the same way as in the recognition system. We 
tested the verification software using 10 signatures; 5 
imitations (counterfeit signatures) and 5 true signatures. The 
program detected (classified) 4 true signatures and 5 
counterfeits correctly. In other words, all counterfeit 
signatures are detected correctly. Only one signature is 
classified as a counterfeit while it was not (i.e. a “false 
negative”). Obviously, a “false negative” should be more 
acceptable in comparison to a “false positive”, because the 
person can always be given a second chance to prove that 
the signature is his/hers. On the other hand, a false positive 
in verification carries a lot of risk.  
 
6. Conclusion  
In this study, we presented an off-line signature recognition 
and verification system which is based on image processing, 
moment invariants, some global properties and ANNs. Both 
systems used a four-step process. In the first step, the 
signature is separated from its image background. Second 
step performs normalization and digitization of the original 
signature. Moment invariants and some global properties 
which are used as input features for the NN are obtained in 
the third step. Two separate ANNs are used; one for 
signature recognition and another for verification. Our 
recognition system exhibited a 100% success rate by 
identifying correctly all of the 30 signatures that it was 
trained for. However, it exhibited poor performance when it 

recognize 

Load signature 

Train Test Recog. ANN  T. 
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was presented with signatures that it was not trained for 
earlier. We did not consider this as a “high risk” case, 
because recognition step is always followed by the 
verification step and these kinds of false positives can be 
easily caught by the verification system. Indeed, the 
verification system did not miss any of the counterfeit 
signatures. However, its verification for true signatures 
lacked some accuracy. We think that this is also acceptable 
because a person can always be given a second chance to 
prove the ownership of a signature.  
 
Generally, the failure to recognize/verify a signature was 
due to poor image quality and high similarity between two 
signatures. Recognition and verification ability of the 
system can be increased by using additional features in the 
input data set.  
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