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switched network. The
Abstract -Integrated Packet-

switched networks have Potential
for providing irnProved

perfonnance by dYnarnicallY

sharing transtnission bandwidths

between voice and data users. This

paper investigates the perfonnance

of a token passing ring network

with packetized voice and data

rnixed traffic. Token passing ring

local area networks are shotvn to

effectively handle both voice and

data traffic. The effects of system

pararneters (e.g. voice Packet
length, voice traffic intensity, data

traffic intensity, number of voice

calls, and service disciPline) on

network performance are discussed.

The queueing delay of the sYstem is

obtained and from the results the

minimum value of the queueing

delay is determined.

1. Introduction

Voice and data have

different characteristics and

different fidelity requirements.

Packetization of voice rnakes it

possible to carry voice along data

on a single integrated Packet-

performance of a token passing
ring network when it is subjected
to a voice load in addition to a
data load is presented. Past
research has focused on analyzing
its perfonnance for data
applications.

This paper evaluates the

performance of a token passing

ring network tluouglt extensive

sirnulations utilizing, whenever

possible, the IEEE 802.45

standard for token passing rings.

It examines the dependencies of

network performance on both

voice and data traffrc, and the

ways in which system parzuneters

may be altered to allow a network

to yield an acceptable level of

performance. The perfonnance

measures obtained include : the

distribution of transmission delays

for voice packets, the average

fiansmission delay for voice

packets, the nr:nrber of voice

users allowed on a network which
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satisfuing the real-time constraints
of speech, and the average
transmission delay for data packets.
A tirne division rnultiplexing
protocol is considered in flris paper
for the accommodation of voice
and data traffic in an integrated
services digital network. The
rnovable bourdary TDM protocol
has been adopted the voice I data
integration, and advent str.rdies in
discrete-tirne have been on the

-uenerating function approach, I I ],
l2J. t3l The discrete-time,
rnovable bourdary TDM system
considered in this paper is
different from those shrdied in the
past in at least two aspects. First,
the data traffic is assurned to be
correlated. Second, the voice
traffic is not necessarily
accorrunodated in a subframe of
contiguous slots, but it may be
spread over the entire frame
according to any pattern.

Significant effort is currently
being devoted to the developrnent
of packet oriented technologies
for integrated rnultiplexing and
switching of voice and data [a]. hr
this paper, we concentrate on
integrated networks in which
voice packets are also queued and
therefore served synchronously.
However, generally voice packets
would be given priority over data
so as to ensure a low delav for
volce.

2. Simulation model
2.1 Network rnodel

Lt our sirnulation model, two
Wpes of users are assurned on a
token passing ring network :
voice and data users. At eaclr
volce user, a continuous voice
analog signal is digitized by a
coder. For instance, a typical
PCM encoder produces one 8 bit
word every 125 MS. the generated
sarnples are accunulated a
packetizer. When the nunber of
samples in the packetizer reaches
the predetennined packet length, a
header is attached and a voice
packet is generated.

The generated voice packet
is tlren examined by a speech
activity detector to see if it
contains some minimal level of
speech activity. Silent packets are
discarded. Nosilent packets are
stored in the buffer in the order of
their generation, and await
fransmission. The packet
generation cycle is independent of
the packet nansmission process;
thus the queue size at the buffer
continues to grow while a packet is
waiting for fransmission since we
zrssume infinite buffer capacity,
there is no packet loss at the voice-
source user.

Transmission control is based
on a token, as in IEEE 802.5
standard, no priority is assruned
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standard, no priority is assuned for

voice Llsers over data users [5]'
When a free token is Passed to a

user ready to send a Packet, the

user chauges the token status to

busv and appends a packet to the

token. The packet circulates

arourd the rin,e to the intended

destination user and then released

downstrean to the next tser with a
packet available for transmission.

ln general. we assutne that

onlv tlre head paclcet of a ttser

bLrfl'er can be scrvcd bl'a token
(i e.. the l irnited service discipline

described in the IEEE 802.5

standard). The packets rernailring

in the buffer must wait for later

visits of the free token.

The perfonnance model for a
token ring is shown in Fig. ( I ),
which is a single-server queueing
rnodel with an lnany quelles as
stations attached to the ring.

The queues are serviced in a
cyclical mailrer synbolized by
the rotating switch which stands
for the free token. The service
tirne of a packet is given by Tp :

(Lr + 1,,,) /v 
-ilre 

tirrre needed for
passirrg tlrc free tokcrr frorn
stat ion i  to stat ion i  r l

(propafiation delay plus additional
latency within statiorr r for token
handling, etc.) is rnodeled by a
constant switch over delay. t1.

Fig.( l ) :Tokenr ingmodel . (S=4stat ions=l :packetarr iva l rates 'Tp:packetserv icet ime:

ri: latenc]'of station i plus propagation delav from station i to station i +l).
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2.2 Queueins model :

The data traffic is assuned

to be correlated: it is rnodelcd as
a Markov Modulated Generalized

Benroull i (MMGB) process [6].
According to this process, packet

arrivals are govemed b-v" an
underlyins Markov chain (with

some state space s). Transitions

between states of the chain occur
at slot boundaries. The packet

arrival process is detennined in
tenns of a probabilistic rnapping a
( )  :S {0  l ,  R} ,

where R- R <co. is the maxirnum
nunber of packets delivered per

slot b1'the MMCB process.

The movable boundary
policy is adopted, the relation Tu

blocking of voice traffic) and
voice packets are assLuned to be
transrnitted over the first Ri
(contiguous) slots of the i-th
frarne, at the beginning of which
R; voice sources are active.

The perfonnance analysis of
the voice queue is straight
forward, t6l The analytically
challenging problern associated
with the TDM system (with data
queue and voice queue) is that of
the evaluation of the queueing

behavior of the data packets,
which is affected by the activity in
the voice queue. The interference
from the voice qLreue on tlre data
queue is rnodeled as ,ur
independent fonn anythin{:
associated with the data queue
process {\}, > 0.
--) 

The interference process

[& ] i  >0 isde f inedby ,& :  I  i fO
<  j  rnodT<R, -  l , i : [ i /T ] ,and
Rj :0 otherwise. The behavior of
the data queue can be studied bv
considering the equivalent systern
without service intemrptions (Fig
2) and assuming HOL prioritv
policy for the packets delivered
by [Rj]. > 0. l,et dd., and d'.,
denote the mean packet delay of
the data and voice packet
respectively.

The lneau packet delay
indeed urder the FIFO policy for
the queueing systern in Fig. (2). is
denoted by ; De [7] 

'

lo d-q + 1." ddo
ur:F ( i r

Where : la and tr * are the
input traffic rates to the data and
voice queue.
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Since excessive delavs can

have seriously disruptive effects

on hunan conversatiou. voice

packets tnust be received at the

destination user rvithin a fixed

arnount of tirne after their

generation at the source user.

Those packets that do ttot arrive

u,ithin this tirne bor.urd are

considered lost and are discarded

trpou their anival at the

destination user. A srnall number

of lost packets has been shown to

have little, if any, effect ou human

spach intell igibility.

3.1 Voice packet transrnission

delav

If the transmission delay

(D,) of a voice packet is defined

as the tirne interval between the

begiruring of its digitization and

the tirne it is played out at its

destination, then D" becomes

Du: Tp * Dun + T,. * Ro.a Q)

Mtere Tp is the voice

The eqwialent queueing system

packet generation period
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To : P' ' /v:
Voi". packet l.ngtlt .

Voice coding rate (bits/sec)

The queueing delay (d.,') is

related to the rate of anival
packets on the queue and the

capacity of the outgoing. Irr the
network delay probability density

fi"urction p (t) is assumed to be an

exponeutial one [8],

i . ep ( t )  - l e - / ' t

:  p ( l -p)  , -v{ I -DtL > 0

Where : p is the ffansmission
service tirne

p is traffic intensity

llu is average network
delay and standard deviation.

Clearly queueing delay- d.,'.
will be a direct ftinction of the

expressiou F( I  -p)asseenfrorn

equation (3).

do" a I  (4).'  
r r ( l -p )

4 ' : c r  I  (5 ) .
F0-P)

Where : Cr is constant
related to the nurnber of tandeur

FIFO queue
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l inks k.

We have previously

specified each voice packet to be
Tp second long: therefore the

r.urnrber of packets capable of

berng generated by a single voice

circtrit is equivalent to llTp
packets sec.

lf we assulne an average of
N voice circuits active on a link

and rve ftlrther assune that since
packet is onlv active about half

the tirne. we have the relationship.

:N , /2Tp : (L 'p=p)

(6)

Ro,d (s) is the sun of the bit
latency and propagation delar.,

between the origin and destination

users. Bit latency is the delav
introduced at users to monitor and

change the token bit pattem.

3.2. Data packet transmissron

delav

The transmission delay D3 of
a data packet is defined in a
similar malrler i D.r : duu * T,,=
Ru..r where dd., is the queueing
delay of a data packet at the
source user and Td is the
transmission tune of a data
packet. Td is given by Td: p.1 / c
where p.1 is the data packet leng(h.
including header, in bits.

Data traffic intensity on the
network is defined as follows :

pu : Na l".r Pa/c where Na is
the nurnber of data Llsers, and ia
is the anival rate of data packets
from a data user.

The expected nurnber of data
packets waiting for service in the
system is given bV [9].

- r-1. 2TP:ck- x I+10)

The voice queueing delay is

incurred while gaining access to

the network, and in the actual

transmission of the packet (T.).

1 , :  (P* .+m gg ;
C

Where : C is the chamel

speed (bits / s).
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p . r ( l + p 1 ; : + 4 } , a  t h

packet qlreueing delay is given by

: do: E (Qd) / l,.r (10)

p a ( l * a ) t * A l a  p .

( l  * g )  ( l  -  A  p a -  p a )

shown with two values for the

number of voice Llsers (N : 10. N

= 5). Where the value of tlre voice

packet queueing dela.v is larger

with N - 10. The selection of

voice packet length (P'.) to

maximize the number of voice

users (N) or a network dePends

on the perfonnance criteria used.

4.2. The effects of voice and data

traffic intensity on perfonnance

Fig (4). Shows the voice

packet queueing delay and the

voice traffic intensity as a

fuirction of the nunber of voice

calls on a network (N. : 1 5,l0).

In the figure , the voice

packet queueing delay increases

with the voice traffic intensity

with voice coding rate 64 kbPs

and constant voice packet length

(P" : 1000 bits) the valtte of d'n

for N : 5 mor'e thanN : l0 wrth

increasing of Pu.

Fig (5) Shows the effect of

( l  +a)  ( l  -  a .pa-  pa \  
(9 )

Where lt, is the average

holding tire then the average data

4- Numerical results

4.1 The efflects of voice Palat

length ott perfonnauce

In the ttetwork rnodel ttsed,

the length of the network ring is

assumed to be lkrn and voice and

,lata Ltsers are distributed

unifonnlv aroturd the ring' The

values used for the token length

(3 octets) the Packet header

lenglh H (21 octets) and the

channel speed C ( 1 M bits/s) are

based on the IEEE standard 802.5

for token ring local a;ea network

t5l We assume I bit latencY at

each user, aud a ProPagation

delav of 5 ps/krn of cable.

From frg. (3) , it is clear that

the shorter the voice Packet

length, the smaller the average

uerwork delay. This is due to the

mflueuce of the Packetizaton

delay on D". The relation between

the voice packet queueing delaY

aud the voice Packet length is
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data traffic intensit-v on the data

packet queueing delay as a

fiurction of the voice traffic

rntensitl '  (A : 0.1 and 0.5) fonn

tigure it is clear that do., is

decreased with srnall values of

voice arrd data traffic intensity.

The relation betu.een the

vorce intensrn' and the data

pacl<et queueing dela,v for

different data traffrc interrsities is

sltorvrr in fig (6i.

4.3. The systern queueing delav of

the integrated packet

srvitching system.

The analytically

challenging problem associated

with the TDM system with data

queue and voice queue, is that

0f the evaluation of the

queueing behavior of the data

packets, which is affected by

the activity in the voice queue

(the queueing model of the

system).

The mean packet delay

induced under the FIFO policy

fbr the queueing system Dr is

given by eq. (  1).

Fig (7) Shows the
variation of the system
queueing delay' with the data

arrival rates. From figure it is

shown that there is no effbct

for the small variation of the
voice calls allowed on a
network.

Fig. (8) Displa,vs the
variations of voice tratfic uith

the system queuirrg delay fbr N
= 10. In the f igure. the
minimum value of De can be
obtained and fbr example the
minimum value of the system
queueing delaf is 5.22 m. sec

at A,= 0.3 (with ia = l0).

5. Conclusions

Packetization of voice

makes it possible to carry

voice along data on a sin,ele
integrated packet-switched

network. The advantage of
integrated packet voice/data

networks are many, e.g., the

efiicient sharing of ffansmission

and switching facilities, the
capacity advantage due to
statistical multiplexing, and the
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potential evolution toward a

full.v integrated network which

would provide irnage and

video services as rvell.

In this paper. sirnulation

rnodels were develoPed to

evaluate the Pertbrrnance of

packet ized-volce/data

transnrission on a token

passin-e rins network. The

results suggest that system

parameters (e g the voice

packet length. voice and data

traffic intensiw) can be

adjusted to allow token

passing ring networks to

support both voice and data

traffic with accePtable

performance.

We concentrate on delaY

as the performance Parameter

of interest.

The results show that the

minimum value of the queueing

delay of the integrated sYstem

is obtained at sPecial voice

traffi c intensitY values.
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