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ABSTRACT 

In the abovementioned paper, we expand a new 
algorithm for reduction the noise effect with respect to 
Mean Square Error Criterion for discrete signals. This 
technique had been used for continues signals and we 
could see the effect of time duration and shape of 
impulse response of filter on MSE and the optimum 
filter had been designed. In this paper, we settle the 
digital filter coefficients-- length, shape— to decrease 
the MSE error and better elimination of noise. The 
simulation results prove that we can control the 
interval of MSE by changing parameters of 
deterministic function in this model and increasing the 
input sample number. 
 

I. INTRODUCTION 
Suppose that we wish to estimate an unknown signal f(t) 
in terms of the observed value of sum x(t) = f(t) + v(t). 
We assume that noise v(t) is white with know autocorrela-
tion )()(),( 21121 tttqttR −= δ . We use from smoothing 
and our estimator is the impulse response y(t)of the filter 
h(t): 
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Estimator is biased and biased error is: 

)()()()()( tfdhtftftfyb −∫
∞+

∞−
−=−= τττ  (2) 

And variance is: 
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We should find h(t) so as to minimize the MS error: 
222 })]()({[ σ+=−= btftyEe  (4) 

We suppose the following assumptions for h(t). It is for 
simplification: 
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T is h(t) duration and We could adapt the MS error with 

this parameter. If T is small the value )()( tftfy ≅ , 

hence the bias error is small; however the variance is 
large. When T increases, the variance decreases but the 
bias error increases.  In general determination of the 
optimum T is complicated but here we suppose some 
assumption for developing a simple solution. We suppose 
that f(t), q(t) are smooth in the sense that f(t) can be 
approximated by a parabola and q(t) by a constant in any 
interval of length 2T. From this assumption with respect 
to Taylor expansion it follows that: 
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We conclude that: 
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With attention to (5), the resulting MS error equals [3]: 
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We introduce normalized filter in this form: 
)()( TtThtw =  (9) 

And define the parameters of w(t): 
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It follows from (5) and (8) that 
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Thus "e" depends on the shape of w(t) and it's duration, T 
[3] (Fig. 1). We assume first that w(t) is specified. In Fig.1 
we plot the bias b, the variance 2σ , and the MSE error e 
as functions of T. As T increases, b increases, and 2σ  
decreases. Their sum e is minimum for: 



 
 

Fig. 1. Mean Square Error with respect to different time 
duration of smoothing filter.   
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And we conclude that: b2=σ  
And we can see in [4,2] the shape of w(t) to minimizing 
(12) Is determined and it's parameters are as follows: 
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II. SAMPLING 

Assume that signal x(t) will be sampling with frequency 
sf , which )2,2( 21 ffMaxf s ≥  [5,7] is Nyquist 

condition and 21 , ff  are maximum frequency of  f(t) and 
q(t).  Now we want to study about effects of filter time 
duration, Number of data samples and type of f(t),q(t) on 
estimation error of discrete data which is input of 
smoothing filter [5,6]. It is obviously clear when f(t) and 
q(t) are smooth in interval [0,T] then they are also smooth 
in interval [0,Δt] where Δt=T/M and M is the maximum 
number of samples. 
In this method, we suppose the time duration of filter w(t) 
equal  sf/1 and try to sample from continues signal with 
frequency more than Nyquist frequency. The sake of this 
selection is descent of MSE with respect to number of 
samples. It means that with newer samples we make better 
estimation and error will be decreased. At last we 
determine total MSE of all input samples with simple 
summation of each sample error: 
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Where ne  is the MS error for nth sample. 
 

III. ESTIMATION ERROR CALCULATION 
As mentioned above, we suppose filter time duration is  

sfT /1=  and the sample time is Δt=T/M. The equation 
(15) shows that the total estimation error if function of M 
(sample numbers) and ne  is variable with respect to f(t) 
and q(t) then te  is variable with different f(t) and q(t) too. 
In this algorithm we suppose for example )()( 1 tftf =  
and )()( 1 tqtq =  then find some point (almost 5 points) 
from f(t) in the interval [0,T] and try to fit a parabola on 
this points with software assistance. When we find 
specified parabola, put its second derivative )(tf ′′  which 
is constant a, in equation (12). For q(t) we find the middle 
point of interval and because of smooth property of q(t) 
we select  tnt Δ+= )5.0(  and put it in the equation (12) 
as constant value. Then we have: 
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Now we substitute  ne  from (16) in equation (15) and find 
the total error with respect to M number of samples.  
 

IV. SIMULATION RESULTS 
In multi-level digital communication systems function f(t) 
usually is a single carrier with different amplitude then we 
suppose that f(t)=A+Bsin(wt) and q(t) could be the 
simplest non-linear function which could be supposed 

)( ctbe − which c is the delay time. We try to depict the 
MSE for M=100 and the result for below values of f(t) 
and q(t) has been draw in Fig. 2. 
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Fig. 2.  )4(003.0
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In Fig. 2 the MSE is decreased from 2.04 to 1.36 for 100 
first samples. Now if we increased f(t) frequency 10 time 
and the q(t) be the same as before, the result has been 
shown in Fig. 3. 
It is clear that the MSE is increased with increase of f(t) 
frequency but the shape of MSE decreases with respect to 
M. 
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Fig. 3.  )4(003.0
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Now suppose that f(t) is the same as Fig. 3 but we change 
q(t) parameters b and c in a way to decrease MSE. We set 
new values for these parameters and the MSE error 
decrease between 0.99 and 1.52 which has been shown in 
Fig. 4. The graph is decreasing when M increases. 
Again we increase f(t) frequency 10 time and draw the 
MSE as Fig. 5. 
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Fig. 4.  )3.0(003.0
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As Fig. 5 shows, the MSE range has been increased very 
much again. In the next step we try to reduce error range 
with setting parameters of q(t). The new result has been 
plotted in Fig. 6. 
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Fig. 5.  )3.0(003.0
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Fig. 6.  )05.0(003.0
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We can conclude that the error range will be varied with 
respect to f(t) and q(t) then we suppose this model for 
parameters of these functions and find the minimum of 
error for this model. 
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Fig.7 shows the effect of b and c parameters on error 
when M=100. We find the minimum of error with these 
values: 
b=1.6E-14, c=0.32 
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Fig. 7.  )(
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Now draw MSE with respect to M for above values of b 
and c. the result has been shown in Fig. 8. You can see 
that the MSE value increases with respect to M and this is 
not our desirable. Then we change value b to find the 
descent graph. 
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Fig. 8.  )32.0(106.1
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We set typical value 0.03 for b and MSE is drawn in Fig. 
9 for this assumption. 
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Fig. 9.  )32.0(03.0
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As it is clear in Fig. 9, the error range is between 1.6 and 
0.6 for first 100 samples of data. 
 
 

V. CONCLUSION 
In this model we conclude that we could control variation 
of MSE error affected by increase in frequency, with 
parameters of deterministic function. These parameters set 
in such a way that error decreased with respect to number 
of samples value. it means that we could make better 
approximation with new sample arrival and decrease 
Mean Square Error. 
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