Makale TUru: Arastirma Makalesi

Bulak, F, Kocak O. (2026), Maymun Cicegdi Hastaliginin Cilt Lezyon Géruntileri Uzerin-

den Yapay Zeka Algoritmalari ile Siniflandirlmasi. EMO Bilimsel Dergj, 16(1), 93-103 Ml CETeEima Vel (e 2025

Makale Kabul Tarihi: 24 Ocak 2026

Maymun Cicegi Hastaligimin Cilt Lezyon Gériintiileri Uzerinden Yapay Zeka

Algoritmalari ile Stmiflandirilmasi

Artificial Intelligence—Based Classification of Monkeypox Disease from Skin

Lesion Images

Firat BULAK! Onur KOCAK' *
0009-0006-6482-3163 0000-0002-8240-4046
! Biyomedikal Miihendisligi Anabilim Dali, Baskent Universitesi, Ankara, Tiirkiye
? Bilgisayar Miihendisligi Béliimii, Baskent Universitesi, Ankara, Tiirkiye

firatblk54(@gmail.com

Ozetce— Maymun cicegi hastaligi, 2022 yihnda kiiresel
Olgekte ciddi bir salgin riski olusturarak Diinya Saglik Orgiitii
(DSO) ve ulusal otoritelerin hizli 6nlem siirecleri gelistirmesine
neden olmustur. Teshis asamasinda genellikle laboratuvar
testleri kullanilmasina ragmen, hastaligin yiiksek bulasicilig
nedeniyle destekleyici tani yontemlerine ihtiyag duyulmaktadir.
Bu ¢alismada, acik kaynaklardan elde edilen 510 maymun ¢icegi
ve 749 maymun ¢icegi olmayan cilt gériintiisiinden olusan
toplam 1259 gorsel, veri artirma yontemleriyle zenginlestirilerek
8.533 goriintiiden olusan bir veri setine doniistiiriilmiistiir.
Maymun  ¢icegi enfeksiyonu tasiyan ve tagimayan cilt
gorsellerinin siniflandirilmasinda sekiz farkl onceden egitilmis
derin égrenme mimarisi egitilmis ve test edilmistir. Elde edilen
sonuglara gore, yiiksek dogruluk oranlarima sahip DenseNet169,
DenseNet201 ve Xception modellerinden ¢ikarilan ozellik
vektorleri birlestirilerek, yiginlama temelli topluluk ogrenmesi
yaklasimiyla yeni bir model tasarlanmis ve test veri seti iizerinde
299.30 dogruluga ulasmistir. Modelin detayli performans
analizleri sunulmus ve siniflandirma yaparken odaklandig
balgeleri tespit etmek i¢in de Gradyan Agirlikli Simif Aktivasyon
Haritalandirma (Grad-CAM) kullanilmigtir.

Anahtar Kelimeler — Maymun ¢icegi, Derin oOgrenme,
Topluluk  ogrenmesi, Grad-CAM, Gériintii  smiflandirma,
Transfer 6grenme.

Abstract— Monkeypox posed a significant global outbreak
risk in 2022, leading the World Health Organization (WHO) and
national authorities to implement rapid preventive measures.
Although laboratory tests are primarily used for diagnosis, the
high transmissibility of the disease highlights the need for
supportive diagnostic approaches. In this study, a dataset
consisting of 1,259 skin images, including 510 monkeypox and
749 non-monkeypox cases obtained from open sources, was
expanded to 8,533 images through data augmentation
techniques. Eight pre-trained deep learning architectures were
trained and evaluated for the classification of monkeypox and
non-monkeypox skin images. Based on the experimental results,
a new stacking-based ensemble learning model was developed
by combining feature vectors extracted from the high-performing
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DenseNet169, DenseNet201, and Xception architectures,
achieving an accuracy of 99.30% on the test dataset. Detailed
performance analyses were conducted, and Gradient-weighted
Class Activation Mapping (Grad-CAM) was utilized to visualize
the regions of interest influencing the model’s classification
decisions

Keywords — Monkeypox, Deep learning, Ensemble
learning, Grad-CAM, Image classification, Transfer learning.

1. Giris

Maymun c¢icegi viriisii ilk olarak 1958 yilinda Kopenhag’da
yer alan Statens Serum Enstitiisii'nde maymunlardan izole
edilmis, hastalik adin1 da buradan almistir [1]. Maymun c¢igegi
hastaligt ise ilk kez 1970 yilinda Demokratik Kongo
Cumhuriyeti’nde tanimlanmigtir. Bu tarihten itibaren vakalarin
onemli bir kismi halen Demokratik Kongo Cumbhuriyeti’nden
bildirilmektedir [2]. 1970°li ve 1980°li yillarda bu zoonotik
enfeksiyon iizerine yapilan kapsamli ¢aligmalar, hastaligin biiyiik
Olciide sporadik (tekil, daginik) olarak ortaya ¢iktigini, kisiden
kisiye bulagmanimn sinirli kaldigini ve genellikle iki nesilden
oteye geemedigini gostermistir.

Diinya Saghk Orgiitii (DSO), 23 Temmuz 2022 tarihinde
maymun ¢icegi hastaligini “Uluslararas1 Oneme Sahip Halk
Saghgr Acil Durumu (PHEIC)” olarak ilan etmisti. DSO
raporlarina gore, hastaligin diinya genelinde yayilim gosterdigi
ve birgok iilkede endemik hale geldigi dogrulanmistir. 23
Agustos 2022 itibartyla Avrupa Bélgesi’ndeki 41 iilkede 21.098
vaka ve iki 6liim bildirilmistir. Vakalarin biiyiik cogunlugunun
erkek bireylerde goriildiigii rapor edilmistir [3]. Maymun ¢igegi
hastaliginin  yeniden ortaya c¢ikist ve endemik olmayan
bolgelerde artan vaka sayisi, kiiresel saglik acisindan giderek
biiytiyen bir tehdit olusturmaktadir. Bu nedenle, viriisiin dogru
ve hizli bir sekilde tespit edilmesi, krizin kiiresel boyutunun
ongoriilmesi ve gerekli koruyucu énlemlerin zamaninda alinmasi
acisindan kritik 6neme sahiptir [4].
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Polimeraz Zincir Reaksiyonu (PCR) testleri, maymun ¢icegi
hastaliginin kontrolii ve yonetimi agisindan altin standart olarak
kabul edilmektedir [5]-[11]. Ancak Afrika bolgesinde sinirh
laboratuvar altyapisi, test kitlerinin yetersizligi, nitelikli personel
eksikligi ve yiliksek maliyet gibi etmenler nedeniyle bu testlerin
uygulanabilirligi olduk¢a sinirlidir [12], [13]. Bu durum,
ozellikle Orta ve Bat1 Afrika’daki endemik bolgelerden Avrupa
ve Amerika’ya yayilan yeni salgin dalgasiyla birlikte, hizl,
diisiik maliyetli ve erisilebilir tan1 yontemlerine olan ihtiyaci
artirmigtir. Son yillarda, yapay zeka tabanli yaklasimlar bu
ihtiyaca yonelik umut verici ¢dziimler sunmaktadir. Ozellikle
COVID-19 salgini siirecinde saglik alaninda yaygin bigimde
kullanilan derin 6grenme algoritmalari, benzer sekilde maymun
¢icegi hastaliginin tespiti i¢in de literatiirde degerlendirilmis;
acik kaynak veri setleri iizerinde transfer 6grenme yontemiyle
egitilen modellerin karsilastirmali performanslari raporlanmistir
[71-{10].

Bu caligmanin amaci, gelistirilen veri seti ve topluluk
ogrenmesi yaklagimi ile maymun ¢igegi hastaligina yonelik bir
klinik karar destek sistemi gelistirmek ve maymun ¢icegi
hastaliginin cilt lezyon goriintiileri tizerinden etkili ve hizli bir
sekilde tespitini saglamaktir. Bu kapsamda, literatiirden ve agik
kaynak veri tabanlarindan elde edilen maymun ¢icegi, diger cilt
lezyonlar1 ve normal cilt gorselleri birlestirilerek biitiinlesik bir
veri seti olugturulmugtur. Bu veri seti lizerinde literatiirde 6ne
¢ikan sekiz farkli derin 6grenme modeli egitilmis ve test
edilmistir. Elde edilen performans sonuglarmma gore,
DenseNet169, DenseNet201 ve Xception modellerinin ara
katmanlarindan ¢ikarilan Ozellik vektorleri birlestirilerek bir
meta model tasarlanmis ve ayni veri seti ilizerinde diger
modellere kiyasla en yiiksek dogruluk degerine ulagilmistir. Son
yillarda yapilan c¢aligmalar, maymun ¢icegi hastaligmimn
tespitinde farklt derin 6grenme ve topluluk &grenmesi
modellerinin performanslarini kapsamli bigimde incelemistir. Bu
yaklasim, topluluk 6grenmesi (ensemble learning) ydnteminin
ozellikle klinik uygulamalarda tani siireglerine anlamli katki
saglayabilecegini gostermektedir.

2 Literatiire Bakis

Ali ve arkadaslar1 (2022), internet iizerinden topladiklari 228
orijinal deri goriintiisiinden olusturduklari genisletilmis veri seti
tizerinde cesitli derin 6grenme modellerini degerlendirmistir.
Veri artirma (data augmentation) yontemi uygulanarak veri seti
3.192 ornege ¢ikarilmistir. Deneysel caligmalarda VGG16,
ResNet50, InceptionV3 ve hibrit modeller test edilmis; ResNet50
modeli  %82,96 dogruluk (accuracy) oraniyla en yiiksek
performans: gostermistir. Diger modellerde ise VGG16
(%81,48), hibrit (%79,26) ve InceptionV3 (%74,07) dogruluk
degerleri elde edilmistir [9].

Ahsan ve arkadaslar1 (2022), anonim kaynaklardan elde
ettikleri maymun ¢igegi, sugicegi, kizamik ve normal cilt
goriintiilerini kullanarak “Monkeypox2022” adinda yeni bir veri
seti olusturmustur. Calismada, ince ayarlama (fine-tuning)
yontemiyle optimize edilen VGG16 modeli siniflandirma
amactyla egitilmis ve test veri seti lizerinde %83 dogruluk
oranina ulagmistir. Ayrica, modelin karar mekanizmasini
yorumlayabilmek icin LIME (Local Interpretable Model-
Agnostic Explanations) algoritmasi uygulanmistir [14].

Bala ve arkadaslart (2023), caligmalarmin ilk asamasinda
farkli derin 6grenme modellerinden elde ettikleri o6zellikleri

(feature extraction) makine Ogrenmesi siniflandiricilarryla
birlestirerek ¢cok asamali bir siniflandirma yapist Onermistir.
Ikinci asamada ise, modifiye edilmis DenseNet201 mimarisinin
hem orijinal hem de artirilmus veri setleri Uzerindeki
performansimni degerlendirmistir. Elde edilen sonuglara gore,
model orijinal veri setinde %91,91, artirtlmis veri setinde ise
%98,91 dogruluk (accuracy) oranina ulasarak diger modellere
gore iistiin performans gostermistir [15].

Sahin (2022), Sitaula (2022) ve Altun (2023) tarafindan
yiiriitiilen ¢alismalarda, farkli derin &grenme tabanli mimariler
karsilastirmali olarak incelenmistir. Sahin ve arkadaslar1 (2022),
acik kaynak veri seti iizerinde gergeklestirdikleri deneylerde
ResNetl8, GoogleNet, EfficientNetBO, NasNetMobile,
ShuffleNet ve MobileNetV2 modellerini  test etmis;
MobileNetV2 modelinin 60 epoch sonunda %91,11 dogruluk
oranina ulastigini raporlamigtir [16].

Benzer bigimde, Sitaula ve arkadaslari (2022) transfer
o6grenme yaklagimiyla 13 farkli giincel derin 6grenme modelini
cok smifli sniflandirma amaciyla incelemis; ince ayarlama (fine-
tuning) yapilan Xception ve DenseNet169 modellerinin sirasiyla
%85,01 ve %84,07 dogruluk degerlerine ulastigni bildirmistir
[17].

Ote yandan, Altun (2023) parametre ve katman mimarisinde
yaptig1 yapisal degisikliklerle gelistirdigi yeni MobileNetV3
modelinin, EfficientNetV2s, VGG19, ResNet50 ve DenseNet
modellerine kiyasla daha yiiksek smiflandirma basarist
gosterdigini  belirtmistir.  Ayrica, Altun’un ¢alismasinda
kullanilan model egitimi i¢in temel veri kaynagi mobil cihazlar
iizerinden elde edilmistir [18].

Literatiirde yer alan caligmalarm biiyiik ¢ogunlugunda,
modelin  asir1  Ogrenmesini  (overfitting) veya yetersiz
ogrenmesini (underfitting) 6nlemek amaciyla veri artirma (data
augmentation) yontemleri uygulanmistir. Arastirmacilar, model
basarisinda dogru hiperparametre optimizasyonunun kritik bir
rol oynadigmi vurgulamistir. Bununla birlikte, mevcut veri
setlerinin ¢ogunun saglik kuruluslari tarafindan paylasiimadig:
ve tip uzmanlari tarafindan dogrulanmadig ifade edilmistir. Bu
durum, literatiirdeki modellerin klinik gegerliligini sinirlayan
6nemli bir faktor olarak degerlendirilmektedir. Bazi calismalarda
ise, YOLO ve Detectron2 gibi nesne tanima (object detection)
temelli yaklasimlarin maymun ¢icegi hastaliginin tespitinde
alternatif ve etkili siniflandiricilar olabilecegi belirtilmistir [18].

Literatiirde son donemlerde yer alan ¢alismalar, klasik CNN
mimarilerinden hibrit ve topluluk 6grenmesi tabanli modellere
dogru belirgin bir yonelim oldugunu gostermektedir. Tagpinar
(2024), ince ayarlama (fine-tuning) ydntemiyle optimize ettigi
VGG16 ve VGG19 modellerinin dogruluk oranlarini sirasiyla
%95,61°den %96,87’ye ve %96,08’den %97,81°e ylikselterek
transfer 6grenmenin etkinligini ortaya koymustur [19].

Akram (2025), Bala ve arkadaslariin internet tabanlt veri
setini  kullanarak LightGBM, Random Forest, Logistic
Regression, Extra Trees, InceptionV3, Xception ve ResNet50
algoritmalarin1 egitmis, test etmis ve bu modellerin bir arada
kullanilmasiyla yiiksek dogruluk oranlari elde etmistir [20].

Magsood (2024), orijinal ve artirilmis verilerden olusturdugu
8.689 gorsellik veri setinde Evrisimli Seyrek Goriintli Ayristirma
(Convolutional Sparse Image Decomposition) yontemiyle
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ozellik birlestirme (feature fusion) islemi gerceklestirmis,
ardindan  gelistirdigi ~ MOX-NET  modelini M-SVM
smiflandiricist ile test ederek %90 iizeri dogruluk saglamistir
[21]. Asif (2023) ise meta-sezgisel (meta-heuristic) tabanli hibrit
topluluk 6grenmesi yaklasimiyla iki sinifta %97,78, dort sinifta
ise %92,86 dogruluk elde ederek literatiirdeki en yiiksek
performanslardan birini bildirmistir [22]. Literatiirdeki diger
aragtirmalar da, tekil CNN tabanl siniflandiricilara kiyasla
topluluk (ensemble) ve hibrit yaklagimlarin istikrarlt bigimde
daha yiiksek dogruluk ve genelleme performansi sundugunu
gostermektedir [23], [24].

Bu ¢alismada;

(1) Yinelenen verilerden arindirilmig, hibrit “Maymun
Cicegi/Maymun Cicegi Olmayan” veri havuzu olusturulmus,

(i) Farkli CNN mimarileri, gelistirilen veri seti {izerinde
karsilastirmali olarak degerlendirilmis,

(iii) Ozellik diizeyi y1gmlama topluluk 6grenmesi yaklagimiyla
olusturulan meta modelin, tekil modellere kiyasla iistiin dogruluk
ve kararlilik sergiledigi ortaya konmustur.

Elde edilen bulgular, 6zellikle kaynak kisitl bolgelerde saha-
yakin tarama ve on degerlendirme amacli mobil/web tabanli
klinik karar destek sistemlerine entegre edilebilecek, hizli, diisiik
maliyetli ve Olgeklenebilir bir ¢oziim g¢ergevesi sunmaktadir.
Boylece PCR gibi altin standart dogrulama yaklagimlarimim
yerini almadan, 6n tarama ve triyaj basamaklarini giiclendirecek
etkin bir yapay zeka katmani onerilmektedir.

3. Materyal ve Yontem

Modellerin tahminleme performansini artirmak amactyla, ilk
asamada farkli kaynaklardan elde edilen veri setleri bir araya
getirilmis ve yinelenen (duplike) veriler temizlenmistir. Bu adim
sonucunda, maymun ¢igegi cilt lezyonlari, diger cilt lezyonlar1
ve normal cilt gorlntiilerinden olusan hibrit bir veri tabani
olusturulmustur. Ikinci asamada, benzersiz gorseller iizerinde
uygulanan veri artirma (data augmentation) islemleriyle daha
genis bir veri seti elde edilmistir. Takip eden agamalarda, goriintii
siniflandirma problemini ¢6zmek amaciyla farkli derin 6grenme
modelleri kullanilmistir.  Bu  modellerin  6zglin - veri  seti
iizerindeki performanslart karsilastirilmis; en basarili modeller
secilerek ozellik diizeyi yigmlama topluluk 6grenmesi (feature-
level stacking ensemble learning) yontemiyle yeni bir model
geligtirilmistir. Gelistirilen model, DenseNet169, DenseNet201
ve Xception mimarilerine gore daha yiliksek siniflandirma
performansi1 gostermistir.

3.1. Hibrit Veri Seti Olusturma

Bu c¢alismada, literatiirdeki arastirmalar incelenmis ve
gevrimi¢i klinik veri tabanlari taranarak hibrit bir veri seti
olusturulmustur. Literatiirde, maymun ¢igegi hastaligima yonelik
tamamen dogrulanmis ve genis kapsamli bir agik veri seti
bulunmamaktadir. Yapay zeka temelli ¢aligmalar agisindan, veri
bilimi kritik 6neme sahiptir; ¢linkii biiyiik ve ¢esitli veri setleri,
model performansini dogrudan olumlu etkilemektedir [25]. Bu
nedenle, onerilen modelin bagarisini artirmak amactyla kapsamli
bir hibrit veri seti tasarlanmistir. Calismada kullanilan 6rnek

maymun ¢i¢egi ve maymun ¢icegi olmayan gorseller Sekil 1°de
gosterilmektedir.

Maymun Gicedl 1

Maymun Gicedi 3
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Sekil. 1. Veri Seti

Hibrit veri seti olusturulurken, Bala ve arkadagslari (2023)
tarafindan gelistirilen dort smifli veri seti [15] (sugigegi: 107,
kizamik: 91, maymun ¢igegi: 279, normal: 293; toplam 770 adet,
224x224 piksel), DermNet tarafindan yayimlanan “Mpox
Images” veri seti (28 adet maymun ¢igegi lezyon gériintiisii) [26],
Kaggle platformundaki “Data monkeypox” veri seti [27] ve
Ahsan ve arkadaslarinin (2022) agik kaynakli “Monkeypox2022”
veri seti [14] kullanilmustir.

Ayrica Shams Ali ve arkadaslarinin (2022) caligmasindaki iki
smifli veri seti [9] ve Google arama motoru iizerinden
“monkeypox” anahtar kelimesiyle elde edilen yiiksek
coziiniirliiklii gorseller de veri havuzuna dahil edilmistir. Erisilen
veri tabanlarnin URL adresleri ve erisim tarihleri kaynaklar
kisminda belirtilmistir. Kullanilan veri setleri, halka ag¢ik sekilde
paylasiimis, kisisel kimlik bilgisi igermeyen dermatolojik
goriintiilerden olusmaktadir.

Calisma acik erisimli ikincil verilerle yiiriitiilen bilgisayarli
g0rii tabanli bir yontem gelistirme ¢alismasidir. Bu kapsamda etik
kurul izni gerektirmedigi degerlendirilmistir. Bununla birlikte
veri setleri, ilgili platformlarin kullanim kosullar1 ¢ergevesinde
kullanilmis olup kaynaklar ¢alismada belirtilmistir.

Toplamda, 741 adet maymun ¢icegi ve 1.124 adet diger cilt
goriintlisiinden olusan iki smifl1 bir hibrit veri seti elde edilmistir.
Farkli kaynaklardan derlenen verilerde yinelenen (duplike)
goriintiilerin bulunmasi nedeniyle, veriler Piksel Tabanli Saglama
Toplamina Dayalh Yinelenme Onleme (Pixel-Based Checksum-
Based Deduplication) yontemiyle kontrol edilmistir [28].

Gorsellerin RGB degerleri hex formatina doniistiiriilerek
MDS algoritmastyla 6zet degerleri hesaplanmis, ayni piksel
icerigine sahip gorseller silinmistir. Ayrica islemin dogrulugunu
teyit etmek icin, HSV renk uzaymda histogram tabanli
karsilastirma (cv2.HISTCMP_CORREL) yontemi kullanilmis ve
tamamen ayni1 histogramlara sahip gorseller kaldirtlmustir.

Duplike (tekrar eden) goriintiilerin tespit edilip silinmesi
amaciyla gergeklestirilen islemlerin pseudo code algoritmasi
asagidaki gibi girdi gorsel kiimesi ve temizlenmis ¢ikt1 gorsel
kiimesi adimlar ile birlikte uygulanmistir. RGB formatina
doniigiim, piksel dizisi belirleme, histogram analizleri ile
histogramdan elde edilen verilen korelasyonu adimlari Algoritma
I’de goriilmektedir.
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Algoritma 1. Yinelenen Gorsel Temizleme Siireci

Girdi: Gorsel kiimesi [ = {11, I2, ..., In}, histogram benzerlik
esigi T
Cikt1: Temizlenmis gorsel kiimesi I _clean
1: HashTablo <« bos sozliik (anahtar: MDS, deger:
dosya_yolu)
2: AdayDuplikeler < bos liste (¢iftler)
3: her gorsel Ii igin:
4: img «— oku(Ti)
5:img rgb «— RGB formatina doniistiir
6: md5 — MDS5(img _rgb piksel dizisi)
7: eger md5 HashTablo da varsa:
8: Aday Duplikeler’e (HashTablo[md5], Ii) ekle
9: aksi halde:
10: HashTablo[md5] < Ii
11: Silinecekler < bos kiime
12: her (A,B) ¢ifti AdayDuplikeler igin:
13: hA «— HSV histogram(4)
14: hB «— HSV histogram(B)
15: s < Korelasyon(hA, hB) (6rn. cv2.HISTCMP CORREL)
16: eger s > tise:
17: Silinecekler’e B ekle (ayni igerigin tekrari kabul edilir)
18: I clean < I\ Silinecekler
19: ¢kt olarak I _clean dondiir

Yinelenen goriintiilerin egitim (train) ve test kiimelerine
dagilmasini  Onlemek  amaciyla, veri  seti  bdlme
(train/validation/test ayrimi) isleminden Once tiim gorseller
iizerinde yinelenen (duplike) goriintii tespiti ve temizleme
adimlar1 uygulanmistir. Bu kapsamda, piksel tabanli 6zetleme ve
icerik benzerligi kontrollerinden gecen ve benzersiz oldugu
dogrulanan goriintiilerden olusan nihai veri havuzu elde
edilmistir. Veri seti bdlme islemi yalnizca bu temizlenmis veri
havuzu tizerinde gergeklestirilmis olup, bdylece ayn1 veya yiiksek
derecede benzer goriintiilerin farkli veri kiimelerinde yer
almasinin Oniine gecilmistir. Bu yaklasim, olast veri sizintisini
(data leakage) engelleyerek model performansmim tarafsiz
bicimde degerlendirilmesini  saglamaktadir. Bu islemler
sonucunda, veri seti 510 adet maymun ¢icegi ve 749 adet diger
cilt gériintiisiinden olusan temiz ve benzersiz bir hale getirilmistir.
Ayrica, model egitiminde kullanilacak maymun ¢icegi ve
maymun ¢i¢egi olmayan tiim gorsellerin, tanisal agidan yeterli ve
gorsel kalite bakimindan uygun olmasina dikkat edilmistir. Bu
kapsamda, diisiik ¢coziiniirliklii, agirt bulanik, ciddi 1siklandirma
problemi igeren, lezyon bolgesinin net olarak ayirt edilemedigi
veya gOrlintii ilizerinde yogun metin, c¢er¢eve ve filigran
(watermark) bulunan gorseller veri seti disi  birakilmustir.
Parlaklik dagilimi1 ve genel piksel degiskenligi incelenerek, gorsel
bilgi icerigi smirli olan Ornekler elenmistir. Ayrica, goriintii
netligini degerlendirmek amaciyla kenar belirginligi dikkate
almmus; bulaniklik diizeyi yiiksek ve ayirt edici yapisal 6zellikler
icermeyen gorintiiler ayiklanmistir.

3.2. Veri Artirma ve On Hazirhk

Veri artirma (data augmentation), sinirli veri miktar1 bulunan
veya modelin genelleme kabiliyetini gelistirmek istenen
durumlarda yaygin olarak kullanilan bir tekniktir. Bu islem
Literatiirdeki bulgular dogrultusunda, bu ¢alismada veri uzay1

temelli artirma (data-space augmentation) yaklasimi uygulanmig
ve bu yontemin, 6zellik uzay1 temelli artirma (feature-space
augmentation) yontemlerine kiyasla daha etkili sonuglar tirettigi
gozlemlenmistir [29]. Bu kapsamda, yogun veri artirma (heavy
data augmentation) teknikleri tercih edilmistir [30]. Veri artirma
islemleri, Keras ImageDataGenerator yapist kullanilarak ¢evrim
ici (online) olarak gerceklestirilmistir. Veri artirimi1 ham verilere
uygulanmamis olup her egitim adiminda rastgele doniisiimler
uygulanarak veri artinmlar1 saglanmistir. Veri seti, 0zgiin
goriintiiler temel alinarak egitim, dogrulama ve test kiimelerine
ayrilmustir.

Gorseller PNG formatinda olup, model mimarileriyle
uyumlu olacak sekilde 224x224 piksel boyutuna dl¢eklenmistir.
Artirma islemleri sonrasinda veri seti, 3.682 adet maymun ¢icegi
cilt lezyon goriintiisii ve 4.851 adet diger cilt goriintiisii olmak
iizere toplam 8.533 Ornekten olusmustur. Modelin egitim ve
degerlendirme asamalari igin veriler %81 egitim, %9 dogrulama
(validation) ve %10 test olacak sekilde rastgele bolinmistiir.
Veri setinin egitim, dogrulama ve test kiimelerine rastgele
boliinmesi sirasinda, deneysel sonuglarin tekrarlanabilirligini
saglamak amactyla sabit bir rastgelelik tohumu (random seed)
kullanilmistir. Bu ¢alismada, tiim bolme islemleri random seed =
42 degeri ile gerceklestirilmistir. Buna gore, 6.911 egitim, 768
dogrulama ve 854 test Ornegi kullanilmigtir. Caligmada
kullanilan veri artirma parametreleri Tablo 1’de goriilmektedir.
Bu ¢alismada veri artirma iglemleri, goriintii 6n isleme hattinda
belirli bir siraya gore uygulanmistir. {lk olarak tiim gériintiiler
model giris boyutuna uygun olacak sekilde 224x224 piksel
¢coziiniirlige yeniden boyutlandirilmistir. Ardindan rastgele
yatay cevirme (horizontal flip), dondiirme (rotation), kaydirma
(width/height shift), kesme (shear) ve yakinlastirma (zoom)
islemleri uygulanmistir. Son asamada ise piksel degerleri [0,1]
araligina dlgeklenerek (rescale=1./255) normalize edilmistir. Bu
siralt yapr sayesinde, geometrik doniisiimlerden sonra sayisal
Ol¢ekleme gergeklestirilmis ve veri biitiinliigii korunmustur.

Tablo 1. Veri Artirma Degerleri

Veri Cogaltma Parametre Ad1 Deger Aciklamasi
Tiirii
Rastgele rotation_range 0 ile 40 derece
Dondiirme arasinda rastgele
dondiirme
Yatay Kaydirma Goriintiiniin
width_shift range | genisliginin = %20’si
oraninda kaydirma
Dikey Kaydirma Goriintiiniin
height_shift range | yiiksekliginin = %20’si
oraninda kaydirma
Kesme shear range Gorlintitye 0.2
(Shearing) oraninda kesme (agtlt
kaydirma)
Yakinlastirma zoom_range Goriintilyi %20
oraninda
yakinlagtirma/uzaklasti
rma
Yatay Cevirme True — Rastgele yatay
horizontal flip ¢evirme uygulanir.
Doldurma Modu | fill mode 'nearest’ — Bos kalan
pikseller tizerinden en
yakin piksel

Bu artirma parametreleri, modelin asir1 grenme (overfitting)
egilimini azaltmak ve smiflar arasi dengeyi giiclendirmek

amaciyla belirlenmistir.
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3.3. Yapay Sinir Aglari

Yapay Sinir Aglar (Artificial Neural Networks — ANN),
insan beynindeki biyolojik néronlardan esinlenerek gelistirilen
yapay zeka modelleridir. Bu aglar; oriintii tanima, siniflandirma
ve tahminleme gibi gorevleri yerine getiren ¢ok katmanli yapilar
olarak tasarlanmistir. Temel olarak girdi katmani, gizli
katman(lar) ve ¢ikti katmanmdan olusurlar. Modelin bir
iterasyonu, ileri besleme (forward propagation ) ve geri yayilim
(backward  propagation)  siireclerinin  tamamlanmasiyla
gerceklesir. Her iterasyonda ag, hata oranini azaltmak ve
genelleme  kabiliyetini  artirmak  amaciyla  agirliklarini
giincellemektedir. Sekil 2°de yapay sinir agmnin genel yapist
sematik olarak sunulmaktadir [31].
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Sekil. 2. Yapay Sinir Aglarmin Genel Yapisi [32]
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Evrisimsel Sinir Aglar1 (Convolutional Neural Networks —
CNN), 6zellikle goriintii verilerinin analizi i¢in optimize edilmis
cok katmanli yapay sinir agi mimarileridir. Klasik ANN
yapilarindan farklt olarak, CNN’ler goriintiilerin yapisal
ozelliklerini dogrudan giris verisinden ¢ikarabilme yetenegine
sahiptir. Bu mimarilerde, tam baglantili katmanlardan once
uygulanan filtreleme (convolution) islemleriyle goriintiilerin
ayirt edici Ozellikleri yakalanir. CNN’ler tipik olarak su
bilesenlerden olusur: evrisim katmani (convolutional layer),
havuzlama katmani (pooling layer), aktivasyon katmani
(activation layer), diizlestirme katmani (flatten layer) ve tam
baglantili katman (fully connected layer) [33].

Evrisim (convolution) katmani, CNN yapisinin ¢ekirdek
bilesenidir. Bu katman, giris verisi tizerinde hareket eden kiigiik
boyutlu filtreler araciligiyla mekansal iligkileri korur ve 6znitelik
(feature) haritalari tiretir. Her filtre farkli bir gorsel deseni veya
dokusal 6zelligi algilamak tizere egitilir. Evrisim islemi Denklem
(1)’de gosterilmektedir [34]:

SGJ) = (I *K)(i,)) = Z Z 1 +m,j +n).K(m,n)
m n (1)

Havuzlama (pooling) katmani, evrisimli aglarda boyut
indirgeme ve Oznitelik ¢ikarimini saglayan bir katmandir. Bu
katman, kiigiik konumsal kaymalara karst dayaniklilik
kazandirarak modelin genelleme kabiliyetini gliglendirir [35]. En
sik kullanilan yoOntemlerden maksimum havuzlama (max
pooling), yerel bir alan ic¢indeki en yiiksek degeri segerken,
ortalama havuzlama (average pooling) her bolgedeki degerlerin
ortalamasini alir. Ortalama havuzlama islemi Denklem (2)’de
tanimlanmustir [33]:

N
1
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3.4. Calismada Yer Alan Modeller

Bu ¢alismada, literatiirde yaygin bicimde kullanilan ve basari
gostermis sekiz adet Onceden egitilmis (pre-trained) derin
o6grenme modeli deneysel olarak degerlendirilmistir. Gorseller,
tim modellerin giris boyutlarryla uyumlu olacak sekilde
224x224 piksel ¢oziniirlige Olgeklenmis ve veri on isleme
asamasinda normalize edilmistir.

Siniflandirma performansint  karsilagtirmak amaciyla su
modeller kullanilmistir: Xception, InceptionV3, MobileNetV2,
DenseNetl121, DenseNet169, DenseNet201, VGG16 ve VGGI9.
Bu modeller, farkli derinliklerde ve mimari yapilarda olmalar1
sayesinde, ozellik ¢ikarimi (feature extraction) agisindan genis
bir ¢esitlilik sunmaktadir. Bu ¢esitlilik, sonraki asamada
gelistirilen topluluk 6grenmesi (ensemble learning) tabanli meta
modelin temelini olusturmaktadir. Bu modellerin segilme nedeni,
farkl1 derinlik diizeylerinde evrisimsel katman yapilar
barmdirmalar1 ve smiflandirma performanslarinin literatiirdeki
benzer ¢alismalarda kanitlanmig olmasidir.

3.5. Egitim Yapilandirmasi ve Optimizasyon
Ayarlan

Asirt 6grenmeyi Onlemek ve egitim siirecini kararli hale
getirmek igin ii¢ geri ¢agirim kullanilmigtir. EarlyStopping,
monitor="val loss', patience=10 ve restore best weights=True
parametreleriyle  yapilandirilmistir.  ReduceLROnPlateau,
monitor="val loss', factor=0.5, patience=5 ve min Ir=le-7
olacak sekilde uygulanmistir. En iyi model agirliklarimi
kaydetmek amaciyla ModelCheckpoint, monitor='val accuracy’',
save best only=True, mode='max' ve verbose=1 ayarlariyla
kullanilmistir.

3.6. Gelistirilen Model

Bu ¢alismada, toplam sekiz dnceden egitilmis derin §grenme
modeli iizerinde ince ayarlama (fine-tuning) islemleri
uygulanmig ve olusturulan hibrit veri setiyle egitim, dogrulama
ve test stiregleri gerceklestirilmistir. DenseNet169, DenseNet201
ve Xception mimarileri, hem teorik hem de deneysel gerekgelere
dayanarak segilmistir. DenseNet tabanli mimariler, yogun
baglanti (dense connectivity) yapilart sayesinde diisiik seviyeli
ve yliksek seviyeli 6zellikleri etkin bigimde birlestirerek 6zellikle
tibbi gorlntiilerde ince dokusal desenlerin yakalanmasinda
basarilidir. Xception mimarisi ise derinlemesine ayrilabilir
evrisim (depthwise separable convolution) yapisi sayesinde
mekansal ve kanal bazli 6zellikleri ayristirarak tamamlayici bir
temsil sunmaktadir. Deneysel sonuglar incelendiginde, bu ii¢
modelin test veri kiimesi lizerinde en yiiksek dogruluk ve
genelleme  performansint  sergileyen —mimariler oldugu
gOriilmiistir. Bu nedenle, bilgi ¢esitliligini maksimize etmek
amaciyla performans agisindan 6éne ¢ikan bu ii¢ modelin 6zellik
¢ikarim katmanlarindan elde edilen vektorler, 6zellik diizeyinde
yigimlama (feature-level stacking) temelli topluluk 6grenmesi
(ensemble learning) yaklagimiyla birlestirilerek yeni bir meta
model tasarlanmustir. Gelistirilen meta model, bireysel modellere
kiyasla daha yiiksek dogruluk ve kararlilik gdstermistir.
Algoritma bes temel asamadan olusmaktadir:

A. Model Hazirligi ve Veri Yiikleme: NumPy, Matplotlib ve
Scikit-Learn kiitiiphaneleri ¢alismaya dahil edilmis; daha once
egitilmis DenseNet169, DenseNet201 ve Xception modellerinin
agirlik dosyalar1 load model() fonksiyonu ile yliklenmistir.
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Gorseller,  tf.keras.preprocessing.image.ImageDataGenerator
simifi  kullanilarak 0-1 araliginda yeniden o&lg¢eklendirilmis
(rescale=1./255) ve egitim, dogrulama ve test dizinlerinden
flow_from directory() fonksiyonu araciligiyla ¢ekilmistir.
Gortintliler 224x224 piksel olarak yeniden boyutlandirilmig ve
32’lik mini-batch gruplari halinde ikili siniflandirma (binary
classification) etiketleriyle islenmistir.

B. Ozellik Cikarimi (Feature Extraction): Her modelin en
zengin bilgi tasiyan katmanlari analiz edilerek, Global Average
Pooling (GAP) katmanlarinin ¢iktilart &zellik vektorleri olarak
secilmistir. Elde edilen vektorlerin boyutlar1  sirasiyla
DenseNet201 i¢in (None, 1920), DenseNet169 i¢in (None, 1664)
ve Xception i¢in (None, 2048) olarak belirlenmistir. Literatiirde,
benzer bicimde VGG16 ve ResNet50V2 modellerinden ¢ikarilan
ozellik vektorlerinin birlestirilmesiyle gelistirilen modellerin
%95 dogruluk oranma ulastigi gosterilmistir [36], [37]. Bu
calismada, {i¢ derin mimarinin GAP katmanlarindan elde edilen
ozellik  vektorlerinin  birlestirilmesiyle  bilgi  cesitliligi
artirilmigtir. Ozellik diizeyi yiginlama (feature-level stacking)
asamasinda, DenseNet169, DenseNet201 ve Xception
modellerinin Global Average Pooling (GAP) katmanlarindan
elde edilen oOzellik vektorleri kullanilmistir. Bu vektorlerin
boyutlari sirastyla 1664, 1920 ve 2048’dir. Her bir modelden elde
edilen ozellikler, birlestirme (concatenation) isleminden 6nce
Batch Normalization katmani ile normalize edilmistir. Bu
normalizasyon islemi, farkli mimarilerden gelen o6zelliklerin
Olgek farklarini azaltarak birlesik temsilin daha kararli hale
gelmesini saglamistir. Birlestirilen 6zellik vektori, ¢ok katmanli
yogun (Dense) bloklar iizerinden islenmistir. Bu bloklarda,
gradyan kaybini Onlemek ve derin temsil Ogrenimini
gliclendirmek amaciyla residual (kisa yol) baglantilar
kullanilmistir. Residual baglantilar, belirli yogun katmanlarin
girislerinin dogrudan sonraki katmanlarin ¢ikislarina eklenmesi
prensibine dayanmaktadir. Bu yap1 sayesinde, agin daha derin
katmanlarinda bilgi kaybi azaltilmis ve optimizasyon siireci daha
kararli hale getirilmistir. Residual mimari, &zellikle yiiksek
boyutlu 6zellik uzaylarinda 6grenme verimliligini artiran etkili
bir strateji olarak literatiirde yaygin bigimde kullanilmaktadir.

C. Meta Model Tasarimi: Her dal (DenseNetl69,
DenseNet201, Xception) kendi oOzellik vektorinii islerken
sirastyla Yogun Katman (Dense Layer), Toplulagtirma Katmani
(Batch Normalization), Sizintil1 Dogrusal Birim (Leaky ReLU)
ve Birakma (Dropout) katmanlarindan gegirilmistir. Katmanlar
arasinda kisa yol (residual) baglantilar eklenerek gradyan kayb1
onlenmisti.  Ug¢  dalin  ¢iktilar1  Concatenate  islemiyle
birlestirilmis ve ardindan ek Dense-Dropout bloklariyla
gliclendirilmigstir. Cikis katmaninda tek néronlu sigmoid
aktivasyon fonksiyonu kullanilarak  ikili ~ smiflandirma
gerceklestirilmistir. Sekil 3’de meta model girdi — ¢ikti akist
eklenmistir. Ayrica Ozelliklerin nasil normalize edildigi
aciklanmistir. Ayrica Leaky ReLU aktivasyonu Denklem (3)’te
verilmistir [38]:
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D. Egitim ve Optimizasyon: Meta model egitiminde
binary crossentropy kayip (loss) fonksiyonu kullanilmistir. Meta
model, AdamW optimizatdrii, Erken Durdurma (EarlyStopping),
Ogrenme  Oranim1  Azaltma  (ReduceLROnPlateau) ve
ModelCheckpoint geri cagrilart ile egitilmistir.
Hiperparametreler sirasiyla: epoch = 100, batch size = 32,
ogrenme orant = 0.0005, dropout oranlar1 = 0.3, 0.4, 0.5 olarak
belirlenmistir. Egitim sonrast model, test seti iizerinde
degerlendirilmis ve tiim metriklerde (accuracy, precision, recall,
F1-score) ayri modellere kiyasla anlamli iyilesme saglamustir.

Egitim siireci boyunca modelin egitim ve dogrulama
kayiplarinin epoch bazli degisimi incelendiginde, baslangic
asamasinda her iki kayip degerinin birlikte ve diizenli bicimde
azaldig1 goriilmistiir. Bu durum, modelin veri setindeki ayirt
edici Oriintiileri etkin  bigimde Ogrenmeye basladigin
gostermektedir. Ilerleyen epoch’larda egitim kaybi azalmaya
devam ederken dogrulama kaybinin daha smirli degisimler
gostermesi, model Ogrenmesinin  doygunluk asamasina
yaklastigina isaret etmektedir. Bu agamada devreye giren erken
durdurma (Early Stopping) mekanizmasi, dogrulama kaybindaki
iyilesmenin durdugu noktada egitimi sonlandirarak modelin
genelleme yeteneginin korunmasina katki saglamistir.

Modelin asir1 6grenme egilimini azaltmak ve genelleme
yetenegini artirmak amaciyla birden fazla dizenlilestirme
(regularization)  stratejisi  birlikte  kullanilmistir.  Yogun
katmanlarda uygulanan L2 agilik cezasi (A = 0.0001), ag
agirliklarinin asirt bityiimesini sinirlandirarak daha piiriizsiiz bir
karar yiizeyi elde edilmesini saglamaktadir. Buna ek olarak,
farkli katmanlarda uygulanan Dropout (0.3-0.5 araliginda),
egitim sirasinda rastgele noron devre disi birakilmasi yoluyla
birlikte uyumlanan (co-adaptation) 0zelliklerin olugmasini
engelleyerek modelin daha genellenebilir temsiller 6grenmesine
katk1 saglamistir. Batch Normalization katmanlari ise aktivasyon
dagilimlari1  dengeleyerek Ogrenme siirecini kararli hale
getirmistir.
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E. Sonu¢: Elde edilen topluluk tabanli meta model,
DenseNet169, DenseNet201 ve Xception aglarinin birlikte
kullanilmasiyla yiiksek genelleme basarist gostermistir. Modelin
egitim ve test performanslarina iligkin ayrintili bulgular, Bolim
4’te sunulmaktadir.

4. Sonuclar ve Tartisma

Bu ¢alismada, literatiir ve agik kaynakli veri tabanlarindan
elde edilen gorsel veriler bir araya getirilerek maymun c¢igegi
hastaligina yonelik biitiinlesik bir veri seti olusturulmustur.
Yinelenen (duplike) goriintiiler ayiklanarak oOzgiin bir veri
havuzu elde edilmistir. Ardindan sekiz farkli dnceden egitilmis
derin 6grenme modeli ve dnerilen meta model kullanilarak, cilt
lezyon goriintiileri iizerinden maymun ¢igegi hastaliginin tespiti
amaclanmistir. Tim modellerin siniflandirma performanslari
detayli metriklerle degerlendirilmis ve 6nerilen modelin ayri ayr1
kullanilan modellere gore iistiin sonuglar verdigi gosterilmistir.
Egitim ve test siirecleri Google Colab Pro ortaminda, 16 GB
GDDRG6 bellege sahip NVIDIA Tesla T4 GPU (Turing mimarisi)
kullanilarak yiiriitiilmiistiir. Bu donanim konfigiirasyonu, yiiksek
¢oziiniirliklii goriintiiler iizerinde verimli egitim yapilmasini
saglamistir (bkz. Tablo 2).

Tablo 2. NVIDIA Tesla T4 GPU Ozellikleri

Ozellik Aciklama
GPU Mimarisi NVIDIA Turing (TU104)
CUDA Cekirdek Sayisi 2.560
Tensor Cekirdek Sayisi 320
Bellek Kapasitesi 16 GB GDDR6
Bellek Bant Genisligi 320 GB/s
Bellek Arayiizii 256-bit

Goriintliler, maymun ¢igegi pozitif ve maymun c¢icegi
olmayan negatif olmak {izere iki ana sinifa ayrilmistir. Pozitif
siifta 3.682, negatif smifta ise 4.851 6rnek (maymun cicegi,
sugicegi, kizamik ve normal cilt goriintiilerinden olusan) yer
almakta olup, smniflar arasindaki dagilim modelin dengesiz veri
sorununa maruz kalmadan egitilmesini saglamistir. Veriler,
rastgele ancak dengeli bigimde %81’i egitim, %9’u dogrulama
ve %10’u test seti olacak sekilde ayrilmigtir. Tiim klasor ve
goriintii dosyalart Google Drive™ ortaminda saklanmis ve
algoritmaya dosya yollart araciligiyla dahil edilmistir.

Derin 6grenme modelleriyle yapilan deneysel caligsmalar
sonucunda, sekiz temel mimarinin ve Onerilen topluluk
modelinin  performans metrikleri  karsilastirmali  olarak
degerlendirilmistir. Onerilen model, test veri seti iizerinde
%99,30 dogruluk (accuracy), %99,31 kesinlik (precision),
9%99,30 duyarlilik (sensitivity) ve %99,30 F1 skoru elde ederek
en yiiksek siniflandirma basarisina ulagmistir.
Karsilagtirmali sonuglar Tablo 3’te sunulmustur ve Onerilen
modelin, tekil CNN tabanli yaklagimlara kiyasla anlamli 6l¢iide
daha yiiksek dogruluk ve genelleme performansi sergiledigi
goriilmektedir. Bu sonuglar, modelin hem pozitif hem de negatif
smiflart yiiksek giivenle ayirt edebildigini gostermekte ve
Onerilen  mimarinin giiclii ~ genelleme  kapasitesini
dogrulamaktadir.

Tablo 3. Modellerin Performans Sonuglari

Model Dogruluk | Kesinlik | Duyarhhk | F1
Skoru

VGG16 %84.89 %85.79 | %84.89 %84.96

VGG19 %82.79 %83.36 | %82.79 %82.86

DenseNet- | %96.60 %96.62 | %96.60 %96.60

121

DenseNet- | 9%98.48 %98.49 | %98.48 %98.48

169

DenseNet- | 9%98.95 %98.95 | %98.95 %98.95

201

Inception %97.19 %97.22 | %97.19 %97.19

V3

Xception %98.24 %98.24 | %98.24 %98.24

MobileNet | %98.24 %98.24 | %98.24 %98.24

V2

Onerilen %99.30 %99.31 %99.30 %99.30

Model

Modelin egitiminde kullanilan temel hiperparametre
degerleri Tablo 4’te dzetlenmistir. Egitim siireci, tim veri seti
iizerinde 100 epoch boyunca yiiriitiilmiis ve her iterasyonda 32
ornek kullanilmistir. Ogrenme orani (learning rate) 0.0005 olarak
belirlenmis, dogrulama kaybi bes ardisik dongii boyunca
iyilesme gostermediginde §grenme orant %50 azaltilmistir. Asiri
6grenmeyi (overfitting) 6nlemek amaciyla, dal bloklarda dropout
orant 0.3-0.4, birlesik katmanlarda ise 0.5 olarak secilmistir.
Modelin karar esigi 0.82 olarak optimize edilmis, her 6zellik
dalinda 1024 ve 512 néronlu yogun (Dense) katmanlar
kullanilmustir. Ug dalin ¢iktilart birlestirildikten sonra 512, 256
ve 128 ndronlu tam baglantili katmanlardan gegirilmistir. Bu
yapi, modelin derin 6zellikleri yakalayarak yiiksek dogrulukta
siniflandirma yapabilmesini saglamustir.

Tablo 4. Onerilen Model Hiperparametre Degerleri
Dongii | Yigin Ogrenme | Diisiirme | Esik Noron
Boyutu | Oram (Dropout) | Degeri | Sayisi

100 32 0.0005 | 0,3, 04, | 0.82 | 512,
0.5 256,
128

Modelin test verisi tizerindeki karisiklik matrisi Sekil 4’te
gosterilmistir. Toplam 854 6rnek igerisinde model, 485 negatif
ve 363 pozitif 6rnegi dogru sekilde smiflandirmistir. Yanlis
pozitif (false positive) 6rnek tespit edilmemis, yalnizca 6 yanlis
negatif (false negative) gozlemlenmistir. Buna gore, dogru
negatif (TN) = 485, dogru pozitif (TP) = 363, yanlis pozitif (FP)
= 0 ve yanlis negatif (FN) = 6’dir. Yanlis pozitif orant %0.00,
yanlis negatif orani ise %1.63 olarak hesaplanmistir. Bu
sonuglar, modelin 6zellikle pozitif drnekleri yiiksek dogrulukla
ayirt edebildigini ve yanlis alarm iiretmeden giiclii bir genel

performans sergiledigini gostermektedir.
Karnisiklik Matrisi (Confusion Matrix)

Gercek Etiket
maymun gicedi degil

maymun cicegi

maymun gicedi degil maymun gicedi
Tahmin Edilen Etiket

Sekil. 4. Onerilen Model Karistklik Matrisi
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Onerilen modelin egitim ve dogrulama egrileri Sekil 5°te
verilmistir. Egitim dogrulugu (training accuracy) dongiler
ilerledik¢e kademeli bigimde artarak 1’e yaklagmis, dogrulama
dogrulugu (validation accuracy) ise genel olarak yiiksek
seviyelerde seyretmis ancak dogal dalgalanmalar gdstermistir.
Bu durum, modelin asir1 6grenme (overfitting) egiliminde
olmadigini ve dogrulama performansmin istikrarli sekilde
korundugunu gostermektedir. Egitim kaybi (training loss)
dongiiler boyunca siirekli azalarak sifira yakinsamis, dogrulama
kayb1 (validation loss) da diizenli bir diistis egilimi sergilemistir.
Son epoch’larda her iki kayip egrisinin de diisiik seviyelerde
birbirine yakin degerler almasi, modelin genel dengeleme ve
genelleme basarisinin yiiksek oldugunu ortaya koymaktadir.

Modelin  siniflandirma  kararlarinin =~ gérsel  olarak
actklanabilirligini degerlendirmek amaciyla Gradyan Agirlikli
Sinif  Aktivasyon  Haritalamast  (Grad-CAM)  yontemi
uygulanmistir (Sekil 7). Her iki smiftan en az ti¢ 6rnek ve ayrica
yanlis siniflandirilan  6rnekler i¢in  Grad-CAM  ¢iktilart
sunulmustur. Is1 haritalari, ilgili mimarinin son evrisimsel
katmanindan tiretilmistir. Grad-CAM ¢iktilarinda  yiiksek
aktivasyon degerleri (sicak renkler) ¢ogunlukla lezyon
bolgeleriyle ortiismiis, bu durum modelin kararlarmni arka plan
yerine patolojik lezyon alanlarina dayandirdigini gostermistir.
Yanlig siiflandirilan 6rneklerde ise aktivasyonlarin diisiik

kontrastlt veya atipik lezyon bdlgelerine yogunlastig:
goriilmektedir.
Egitim Dogrulugu
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Sekil. 5. Onerilen Model Dogruluk Kayip Grafikleri

Onerilen nihai meta modelin siniflandirma basarimu, test veri
kiimesi iizerinde Alici Isletim Karakteristigi (Receiver Operating
Characteristic — ROC) egrisi kullanilarak degerlendirilmistir.

Sekil 6’da sunulan ROC egrisi altinda kalan alan (AUC) degeri
0.9994 olarak elde edilmistir. Bu yiiksek AUC degeri, gelistirilen
meta modelin maymun ¢icegi ve maymun ¢icegi olmayan cilt
lezyonlarini ayirt etme konusunda son derece giiclii bir ayirt
edicilik kapasitesine sahip oldugunu gostermektedir.

Alici isletim Karakteristigi (ROC) Egrisi
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Sekil. 6. Onerilen Model ROC Egrisi
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Sekil. 7. Onerilen Model Grad-CAM Analizi

Literatiirde yer alan onde gelen calismalarin dogruluk
performanslar Tablo 5°de ozetlenmistir. Onerilen yontem
(tabloda O.Y. seklindedir), %99,30 dogruluk orani ile tiim
referans modellerden daha yiiksek bir basari elde etmistir. Bu
caligmada test seti lizerinde en yiiksek genelleme performansini
sunan DenseNetl169, DenseNet201 ve Xception modellerinden
¢ikartlan derin Ozellikler Dbirlestirilerek  6zellik  diizeyinde
yigmlama topluluk &grenmesi (feature-level stacking ensemble
learning) yontemiyle yeni bir meta model gelistirilmistir. Bu
yaklasim, tekil modellerin giiglii yanlarmi bir araya getirerek
dogruluk, kesinlik ve kararlilik agisindan istikrarli bigimde tistiin
sonuglar tiretmistir.

Elde edilen bulgular, gelistirilen hibrit veri seti ve topluluk
Ogrenmesi mimarisinin yalnizca maymun g¢icegi hastaliginin
tanisinda degil, genel olarak tibbi goriintii tabanli tani
sistemlerinde de kullanilabilecek yenilikci ve 6lgeklenebilir bir
cerceve sundugunu gostermektedir. Bu nedenle 6nerilen yontem,
literatiirde 6zellik diizeyinde topluluk &grenmesine dayali ilk
hibrit veri seti izerinden maymun ¢icegi/maymun ¢igcegi olmayan
smiflandirma modeli olma niteligi tasimaktadir.
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Tablo 5. Sonuglarin Literatiir Karsilagtirmast

Ref. Model Dogruluk | Duyarhhk Kesinlik F1
[14] | VGG 16 %97.00 | %97.00 %97.00 | %97.00
[15] | Derin CNN %9891 | %98.91 %9891 | %98.91
Modeli
[9] ResNet50 %82.96 | %383.00 %87.00 | %84.00
[16] | MobileNet %91.11 | %90.00 %90.00 | %90.00
V2
[17] | Oylama %87.13 | %85.47 %85.44 | %385.40
Topluluk
Ogrenmesi
[DenseNet169
+ Xception]
0.Y. | Onerilen %99.30 | %99.30 %99.31 | %99.30
Model

5. Genel Degerlendirme ve Gelecek Calismalar

Bu calisma kapsaminda, literatiir ve agik kaynak veri
tabanlarindan derlenen goriintiiler birlestirilerek maymun ¢igegi
hastaliginin cilt goriintiilerinden tespitine yonelik yenilikg¢i bir
hibrit veri seti olusturulmustur. Veri setinin biiyiikliigii sayisal
olarak simirli olmakla birlikte, farkli kaynaklardan elde edilen
goriintiilerin lezyon tipleri, cilt tonlar1 ve goriintiileme kosullar:
acisindan sundugu cesitlilik, modelin ayirt edici Orilintiileri
O0grenmesine Onemli Ol¢lide katki saglamistir. Bu baglamda,
model karmasiklig1 yalnizca 6rnek sayisi temelinde degil, veri
setinin igerdigi bilginin gesitliligi birlikte dikkate alinarak ele
almmistir. Gorilintii isleme ve veri artirma adimlarinin ardindan,
sekiz farkli 6nceden egitilmis derin 6grenme modeli transfer
ogrenme yaklasimiyla degerlendirilmis; en yiiksek performansi
sergileyen = DenseNet169, DenseNet201 ve  Xception
mimarilerinden elde edilen oOzellikler birlestirilerek 6zellik
diizeyinde yiginlama topluluk &grenmesine dayali bir meta
model gelistirilmistir. Onerilen model, literatiirde raporlanan
referans ¢aligmalarla karsilastirildiginda daha yiiksek bir
dogruluk orani (%99,30) elde etmistir.

Elde edilen bulgular, gelistirilen mimarinin yalnizca
maymun ¢igegi hastaliginin tespitinde degil, farkli tibbi goriinti
tabanli tan1 ve triyaj sistemlerinde de uygulanabilir bir yapay
zeka cercevesi sundugunu gostermektedir. Bu yaklasim, PCR
gibi altin standart laboratuvar yontemlerinin yerini almadan, saha
yakin tan1 ve on degerlendirme basamaklarini destekleyebilecek
hizli, disik maliyetli ve Olceklenebilir bir karar destek
mekanizmast olarak degerlendirilebilir. Dolayisiyla galigma,
topluluk 6grenmesi temelli derin 6zellik birlestirme (feature-
level ensemble) stratejisinin klinik karar destek sistemlerinde
tant dogrulugunu artirmada etkili bir yontem oldugunu ortaya
koymaktadir.

Calismanin gii¢lii yonlerinden biri, farkli derin evrigimsel
mimarilerden elde edilen tamamlayici 6zelliklerin 6zellik diizeyi
yigmlama yaklasimiyla bir araya getirilmesi ve model
performansinin dogruluk, duyarlilik, kesinlik ve F1 skoru gibi
¢oklu metrikler iizerinden kapsamli bi¢imde degerlendirilmis
olmasidir. Ayrica, Grad-CAM tabanli agiklanabilirlik analizleri,
modelin karar mekanizmasinin gorsel olarak
yorumlanabilmesine olanak taniyarak klinik giivenilirligi
desteklemistir.

Bununla birlikte, ¢aligmanin  bazi  smurliliklar1  da
bulunmaktadir. Kullanilan veri setinin 6rnek sayisinin sinirl
olmas1 ve goriintiilerin farkli agik kaynaklardan elde edilmesi,
gercek klinik ortamlarda karsilasilabilecek dagilim farkliliklarit
tam olarak yansitamayabilir. Ayrica, profesyonel klinik

degerlendirme ve piksel diizeyinde anotasyonlarin bulunmamast,
sonuglarin klinik dogrulama agisindan yorumlanmasinda dikkatli
olunmasini gerektirmektedir. Gelecek c¢alismalarda, veri seti
cesitliligini artirmaya yonelik gelismis veri bilyiitme ve sentetik
veri liretim yontemlerinin kullanilmast, veri gizliligini koruyarak
¢ok merkezli egitim imkani sunan federated learning
yaklagimlarinin uygulanmasi planlanmaktadir.

Buna ek olarak, 6nerilen modelin ger¢ek zamanli sistemlerde
ve mobil platformlarda uygulanabilirliginin degerlendirilmesi,
gelecekteki caligmalar icin 6nemli bir aragtirma alani olarak
goriilmektedir. Bu kapsamda, modelin daha hafif mimarilerle
uyumlu hale getirilmesi, hesaplama maliyeti agisindan optimize
edilmesi ve c¢evrimdist veya yart g¢evrimdisi karar destek
senaryolarinda kullanilabilirliginin incelenmesi
hedeflenmektedir.
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Ozgecmis

Firat Bulak, Baskent Universitesi Biyomedikal MUhendisligi lisans ve
tezli yuksek lisans programlari mezunudur. Akademik ¢alisma ha-
yatinda medikal gérintu isleme, derin 6grenme ve saglik yazilimlari
alanlarinda ¢esitli projelerin yorutuctlUklerini gerceklestirmistir. Sek-
térde biyomedikal cihaz teknolojileri, saglik bilisimi ve e-ihracat alan-
larinda aktif olarak calismistir. Saglik bilisimi tele radyoloji alaninda
sektorel projelerin kurulum, konfigirasyon ve yénetim siUreclerinde
aktif olarak gérev almaktadir. Gérintileme teknolojileri ile PACS, DI-
COM ve HL7 gibi saglk bilisimi standartlarinda tasarim deneyimine
sahiptir.

Hem teknik hem de ekip calismasina dayali projelerde sorumluluk
almay, stres yonetimini ve hizli karar alabilmeyi 6nemsemektedir.
Sadlik teknolojileri alaninda katma deder sadlayan projelerde yer
almak ve uzmanhgini surekli gelistirerek sektére, Ulkemize katkida
bulunmayl amaclamaktadir.
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BoIUmU'nde 6gretim Uyesi olarak gdrev yapan Kocak, 2025 yih iti-
bariyla Baskent Universitesi Biyomedikal MUhendisligi BOIimo Balom
Baskan Yardimciligi gérevini sirdirmektedir. Akademik calismalari;
karar destek sistemleri, biyomedikal gérintt isleme ve biyomedikal
sinyal isleme, biyomedikal elektronik sistemler, tibbi cihaz tasarimi,
sensdr tabanl 6lcUm sistemleri ve mUhendislik temelli saglik tekno-
lojileri alanlarinda yodunlasmaktadir,

Bilimsel Uretkenligi kapsaminda 17 SCI kapsamindaki dergilerde
yayimlanmis olmak Uzere, diger indekslerde taranan 5 makalesi, ayri-
ca ulusal ve uluslararasi kongrelerde sunulmus 80°in Gzerinde bilimsel
bildirisi bulunmaktadir. Universite-sanayi is birligi cercevesinde tama-
mlamis oldugu 40’in Uzerinde mUhendislik projesi mevcuttur. Patent
ve faydali model c¢alismalarinin yani sira bilimsel kitap editérl0gu
yapmistir.

Sanayi ve girisimcilik alaninda, 2011 yilindan bu yana IBUTEM - ileri
Biyomedikal MUhendislik Teknolojileri Merkezi Ar.Ge. Ltd. Sti’nin, 2018
yllindan itibaren ise MARLA Teknoloji MUhendislik Ltd. Sti’nin kurucu-
su ve tasarim muhendisidir.

TUBITAK, T.C. Saglik Bakanhg ve TUSEB binyesinde cesitli bilim ku-
rullarinda gérev almaktadir. Elektrik MUhendisleri Odasi Gyesidir.
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