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Abstract: In this study, it is aimed to design a
Matlab/Simulink interface program for Generalised
Predictive Control (GPC). In addition to that, one
possible extension of Generalised Minimum Variance
(GMYV) control as an alternative prediction-free version
of Non-Linear Generalised Predictive Control (NGPC)
is given. It is also shown that this new approach copes
with nonlinear systems with unstable dynamics.
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INTRODUCTION

eneralised Minimum Variance (GMV) control

Igorithm [1] and Generalised Predictive Control (GPC)

2-12] has been recast in state-space form by Gawthrop,
Demircioflu and Siller-Alcala [13,14). Unlike the
transfer function approach, the state-space approach
extends readily to the nonlinear case. ’

GPC is a natural extension of GMV and there are two
ways to extend GMV to GPC. First method is to
increase the time horizon so that maximum prediction
horizon is greater than zero as in Gawthrop's GPC {13,
14]. Second method is to increase the degree of
performance polynomial [15-16]). This method can be
called as prediction-free version of Non-Linear GPC
(NGPC).

In this study, using geometric interpretation of GMV, an
alternative (prediction-free) version of NGPC has been
explained and a twolink-manipulator with delayed
measurement is used as an simulation example.

In this study, other important point is to design a
Matlab/Simulink interface program for GPC, NGPC and
prediction-free version of NGPC. State-space GPC
algorithm has also been realised as an available Matlab
tool-box by Gawthrop, Demircioglu and Alcala [13, 14].
A new interface program has been designed for
Matlab/Simulink using Matlab tool-box. GPC
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Algorithm has become easy to use and user friendly by
means of proposed interface program. It is also possible
to compare the efficiency of NGPC and prediction-free
version of NGPC with other algorithms proposed by
several researchers.

II. GMV ALGORITHM

This section considers nonlinear dynamic systems with
the state-space representation:

x=F(x,u)

y=H@) &

where the function F and H are precise N, times
differentiable with respect to each argument and the
system inputs u, system outputs y and system states x,
dimensions are n,, n, and n, respectively.

A special case of (1) is one where the control enters in a
linear fashion:

X =f(x)+g(x)u
y =h(x)

where f(x)+g(x)u=F(x,u) and h(x)=H(x).

@

A column vector Y, (t) of output derivatives is defined
as

o)

Yo, =y yM y#
where Y indicates the i® derivative with respect to time.
u, () is a column vector (n, (No+1) x 1) of input
derivatives:

w,M=(u u? My

)

N, times repeated differentiation of the output y with
respect to time, together with repeated substitution of
the system equation (1) gives a nonlinear equation
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relating the output derivative vector y, (1) to the state

x and the input derivative vector u, (t) :

¥y, ©=0, (x(t)u,, ©) ®

However, we first consider the system where the state is
not measurable and thus Equation (5) cannot be
implemented. There is also no general theory of state
estimation for non-linear systems. For this reason, a
standard state observer [17] is used, given by:

1(t) = (%, w) + L(E) e(t) 6
y(t) =g(x) Q)
e(t) =y(t) - §(t) ®

where L is the (n, x ny) observer gain matrix which is
chosen to give observer poles (eigenvalues of A-LC) at
appropriate places [13, 14]. Then we obtain the

emulated value of y, () which is denoted by ¥, (©)
and defined as: 3

$1, =0, G®u,, ©) ©)

Sometimes Equation (5) is affine in u(t) and can be
rewritten as:

§y©=0,E®+0, EMu®  (10)

The performance matrix polynomial P(s) defines a
desired output y, in terms of the setpoint w(t) model of
the form,

P(s) y,(H=w(®

P(s) = nip. s*

k=0
where py is the k® n,x n, matrix coefficient. It is
convenient to define the matrix II as,

nzfp, p, P, . B (3)

In ideal case, we would wish to make y = ya and
Equation (11) then becomes:

P(s)¥,() = M§(® =T1O, (R®,u®) =w() (14)
where $(t) is an auxilary vector described as

$(t) =TI §(t) and the aim is to be $(t) = w(t). In the
special case of (10), this control law can be written as:

m§(t) = MO, G®M)+ IO, EHu® =w©) (15)

1)

where

(12)

or
u(®) = [I10, ZW)]"[w(t) - TO, (X(1)]
as GMV control signal [13-16].

(16)

III. EXTENDING GMV TO NGPC

GPC is a natural extension of GMV which overcomes
two problems. First problem is that the system relative
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degree must be precisely known, second is that the
system must have stable zero dynamics [13, 14].

Given the special-case conditions, there are two ways to
extend GMV to GPC {15, 16]:

1. Increase the time horizon so that t,>0 or
2. Increase the degree of P (deg(P)>p).

The first is an obvious approach and it is proposed by
Gawthrop and Demircioglu [8-14]. The latter choice is
also proposed by Gawthrop and Arsan in a technical
report [15]. In this section, first approach has been
explained. There are four concepts associated with the
NGPC considered here {13, 14]:

Prediction via Taylor series,
Moving-horizon control,
Control constraints,
Optimisation.

oS L

In non-linear case [13, 14], prediction is accomplished
via a Taylor series expansion of the system output y,
here this concept is extended slightly to use an
corresponding  expansion of auxilary vector

$(t) =TI §(t) . Itis useful to define a predicted bt 1)

$rt) 2 T M(t) (an

where T(1) is a row vector with (nyx ny) matrix
elements and given by

L3
i

() =(I.,... 0 91) ag)

N,!

where 0 is the (nyx n,) diagonal matrix with 0; = 7,
and Iw,_0 is the (nyx ny) unit matrix. Using (9), (17) can
be rewritten as:

$(1,t) 2 T(z) HO(R(H), u’" (1,0)) (19)
The predicted reference value is also described as:
w (1) = TE) I y(t) = T(x) w(t) (20)

The aim to minimize the error signal between predicted
value and predicted set point value given by

E@=9¢'(w)-w(t) P2Y)
The NGPC cost averages the error over the time
intervals specified by t, and v, [13, 14]. To allow for
the different time intervals corresponding to each ¢ in

the context of a single integral, t is parameterised by

the scalar A €0 1}:
T étl +M11-Tl) (22)

NGPC cost function is given by
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Sl ) = In Equation (28), O,(x) contains the elements which
i depend on states of the system and H_, (x) contains the
= I[¢'(TJ) —-w (OI'[$(r.t)- w'(t)ldA elements which depend on control signal.
Ji * . (T At this point, second special-case condition in extending
i .,J.[HONYXO) + I M, (LO-GOFTCX 23) GMV to NGPC is considered. This case means an
T(‘r)[ﬂo,,yi(t)+ nHN,,N,“’N. (t,O) -O)(t)]dl increase in the dem of P (deg(P)>p ) [15, 16].
-0, (t)+1IH, , W, (t0)-0OT T(r,1,). The procedure given by Equations (25) and (26) is

repeated until h, #0 (i=1,2,..,p) in GMV, but this
procedure repeated until h, = 0 (i=1,2,...,deg(P)) in the
: alternative version of NGPC. It is also very important to
where T(1,1,) 2 jT‘(t)T(t)d)L. Using (18) the ij® notify that (deg(P)>p). Choosing performance

0 polynomial degree greater than relative order of the

[ﬂony i(t) +0 HN,.N““.N,, (t,O) = ﬂ)(l)]

[ ] . . 5 g
element of T*(5)T(x) is — T 1:' It follows that system means increasing the control constraint as:
G-DIG-n! N )
the ij™ elements of T(z,,t,)is: u= ,Z,: u, t (29

i e
T, T

T, (1,,1,) = ————2—1 (24) Control signal u is constrained to be a polynomial

L TA-DIG-DIG+ 1), -7,) function of time with degree N, such as:

It is also very important to notify that this is non- N, =0: uisconstant,

dynamic optimisation problem and the equation must be :
. . =1 + ramp,

solved numerically for u,, (t,0) ateach time t [13,14]. Ne=1: uisconstant + ramp

N.=2: uis constant + ramp + quadratic.
IV.GEOMETRIC INTERPOLATION OF

GMV AND A NEW APPROACH TO This approach can be called prediction-free version of
NGPC NGPC. In this work, twolink-manipulator which has a
non-linear characteristics is considered as a plant to be
The control signal of GMV control can be given as in  controlled.
Equation (16). Considering the system of Equation (2),
differentiating the output y with respect to time gives: V. SIMULATION EXAMPLE AND
INTERFACE PROGRAM FOR NGPC
T oh.  oh oh
YU = 530 = SO+ OO o
ox This example provides an illustration of nonlinear
=0,(x(®) +h,(x(®) u(t) Generalised Predictive Control (NGPC) operating on a
h twolink-manipulator with a modified sensor. The sensor
In this equation if h,(x(t))= . g(x(t))#0, the is modified in a rather contrived way to give a nonlinear
procedure terminates; otherwise the second dexivative of system with an unstable inverse. The idea is that the

t v with ot to time is written as: sensor approximates a pure delay of 7 as ™ ~1-st.
s The states of the system are:

m gy = 20 3y 20 L
y () = = x(t) = e flx(®) + e sx®)u(® (26) %, =(-(2(cos(x, - x,)j}u, +sin(2(x , - x,))I?m x2)I’m_ -

=0,(x(1)+h, (x®)ut) =@, +1m, Xu, -u,)j? +2G, +12m, )sin(x, - x,)1’m, x2))

/ :2 : 12 4 ) " o 4_2\:
This procedure is repeated until h, 20 (i=1,2,...p). @ +6 1 m, +31;m; -2c08(2(x; -x, )l7m;)j,)

This is the definition of relative order p in the nonlinear

context. At this point Equation (9) can be rewritten X, =’f—'
(with N,=p ) as: o
Y, =0,(x(t)+H,, (x(t)u, @70 %y =(G, +517m, )jju, +2sin(2(x, - x, Y?m?x? -2(u, -u,)
where cos(x, - X, )j; 1:m, +2(j, +512m, )sin(x, - x,)1>m, x?)
0 AGs +6j1im, +317m} - 2cos(2(x ,)-x,))¢m?)j,
0,(x) 0
0,x)=| .. , H_ ()= (28) -
g1 1
0,(x) b,(x) i
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and system outputs are:

_J,xz—x,‘r 1 _-_],x, +-), X, X T—X,T

=
Je Je

where X, X, X3, X4 are states of the system, m, |, and j;
are the mass, length and inertia of the uniform rod
forming each identical link. y, and y; are outputs of the
twolink-manipulator. Initial values for twolink-
manipulator are zero and the set point values are
[7!.’/ 3,-=m/ 3] . Performance polynomial is chosen as the
transfer function of the system is A —21—— d

w 0,55 +s+1

1

When "Parameters" pull-down menu is selected, there
are four selection such as: System, Controller, Observer
and Simulation. State space equations, outputs of the
system and initial values of states can be defined in
"System Equation" window as shown in Figure 1 using
Matlab/Simulink interface program. Then controller
type, control order and prediction order need to be
defined in "Controller Selection" window of interface
program as N,=2 and the prediction horizon is 0.2-
0.3seconds for NGPC as shown in Figure 2.

Figure 1 - "System Equation” window of Matlab/Simulink
interface program for GPC tool-box.

Figure 2 - "Controller Selection” window for
Matlab/Simulink interface program for NGPC.

When prediction-free NGPC controller is selected from
the pull-down menu, prediction horizon and controller
order information are automatically removed from the
window as shown in Figure 3.

Figure 3 - "Controller Selection” window for
Matlab/Simulink interface program for Prediction-free NGPC.

The simulations start running, when "File" menu and
then "Run” is selected. Simulation results for NGPC and
prediction-free version of NGPC are given in Figure 4
and Figure 5, respectively.
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Figure § - Simulation results for alternative version of NGPC.
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VI- CONCLUSION

In this work, an alternative version of Non-linear
Generalised Predictive Control has been shown and a
new Matlab/Simulink interface program has been
designed.

Twolink-manipulator with a modified sensor, which has
a non-linear characteristics and unstable inverse
dynamics, is considered as a plant to be controlled. The
simulations were performed on a Sun Sparc Ultra 1
using Matlab/Simulink and the symbolic-algebra
package called Reduce. NGPC Algorithm needs on-line
optimization of performance index given by Equation
(23). Therefore, simulation time is 1296.15 seconds for
the reference value of [1:/ 3,-n/ 3] and the prediction
horizon is 0.2-0.3 seconds. An alternative (prediction-
free) version of NGPC Algorithm completes the same
simulation example in only 11.24 seconds for the
reference value of [1:/ 3,-n/ 3] with no prediction
horizon. As a result of simulations, it can easily be said
that an alternative version of NGPC can achieve almost
same performance 100 times faster than NGPC. It is
also very important to notify that it is impossible to
apply GMV controller to such a unstable inverse
dynamics system, but extending GMV to an alternative
version of GPC makes it possible.

Future and parallel works are related to enhance fast
control action in GPC and the aim is to make GPC
performance better and faster[18-20].
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