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Abstract

Although turbo-like codes show superior performance close

to Shannon’s limits, their high decoding complexity is a

major discrepancy for their use in communication sys-

tems. One method to alleviate the decoding complexity is

the reduction of iteration number. In this letter, we show

that iteration number can be reduced by giving a moder-

ate amount of positive offset to the estimated SNR at the

receiver.

1. Introduction

Turbo codes have received considerable attention since

their introduction in 1993 [1]. Turbo codes show very

good performance at low SNR values. The use of APP

algorithms is the key factor behind the astonishing per-

formance of the turbo codes. The APP algorithms are

complex algorithms and when used in iterative decod-

ing, they face very high latencies. Maximum a-posteriori

(MAP) algorithm is one of the decoding algorithms that

is very widely used in SISO blocks. The high latency can

be alleviated via two main methods. One is the applica-

tion of parallel decoding algorithms. This requires the

use of multiple processors and increases hardware com-

plexity. In [2], a new turbo code structure suitable for

parallel decoding operation is introduced by the author of

this letter. Another way to reduce the high latency of iter-

atively decodable codes is to obtain reduced complexity

decoding algorithms. A number of methods for reducing

the complexity of (MAP) algorithm has been suggested so

far. The computation amount is also related to the num-

ber of iterations which greatly affects decoding latency.

By reducing the number of iterations, low latency can be

achieved. It is possible to have less iterations by defining

stopping criteria beyond which negligible performance

improvement is observed. A number of stopping criteria

have been suggested in [3, 4], and [5] to terminate the de-

coding procedure as soon as there is no more performance

improvement observed. MAP needs the knowledge of the

channel SNR for the computation of the a posteriori prob-

abilities. A number of researches has been conducted

on SNR and channel estimation errors and their effects

on the performance of turbo codes. The sensitivity of

the turbo decoder on SNR mismatches were inspected in

[6, 7] where it is found that at very high SNR regions even

large amount of positive offset has no effect on code per-

formance. For low or moderate SNR regions, the degra-

dation in code performance becomes larger as the amount

of positive offset on estimated SNR is increased. On the

other hand, decoder is less resistant to negative offsets on

estimated SNR. At high SNR regions, decoder can resists

only small negative offsets on estimated SNR whereas its

performance is broken down for large amount of negative

offset on estimated SNR. For low or moderate SNR re-

gions, decoder performance is easily smashed even with

small amount of negative offsets on estimated SNR.

Although, the effects of SNR mismatch on turbo and

serially concatenated convolutional codes (SCCCs) has

been intensively investigated in terms of BER in the pre-

vious works including [6, 7], the consequences in terms

of the average number of iterations has not been consid-

ered so far. In this letter, we study the effects of SNR

offsets on the number of iterations for both turbo and SC-

CCs. We show that giving positive offset on SNR reduces

the number of iterations and thus, decoding complexity

which is related to decoding latency. It is also found that

negative offset always increases the number of iterations

even though code performance in terms of BER is not

affected for some Eb/N0 values. The outline of the let-

ter is as follows. In Section II, simulation parameters are

presented. Results are declared in Section III. Finally,

conclusions are drawn in Section IV.

2. The MAP Algorithm

The MAP algorithm as implemented through the BCJR

algorithm is summarized here. Assume that there are

P complex numbers used in the constellation scheme.

The constellation alphabet consists of the symbols C =
{c1, c2, . . . , cP−1, cP }.

The received signal vector is denoted by y and has length

L, i.e., L symbols are transmitted. The task is to deter-

mine the transmitted symbols. Given the received signal

vector, the probability that a specific symbol value is sent
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has to be determined. Given the received vector, the prob-

ability of the kth data symbol being equal to each of the

symbols should be evaluated as

p(uk = ci|y) =
∑

s,s′:uk=ci

p(sk−1 = s′, sk = s| y).

(1)

Since p(y) does not depend on ci, we will actually evalu-

ate (1) using the states at time instants k − 1 and k

p(s′, s, y) = p(sk−1 = s′, sk = s, y), (2)

where sn is the state of the finite state machine at time

instant n. For y = [y1, y2, . . . , yL], the vector yk1 =
[y1, . . . , yk] is defined. Eqn. (2) can now be stated as

p(s′, s′y) = αk−1(s
′)γk(s

′, s)βk(s).

αk(s) =
∑

s′

γk(s
′, s)α(s′)

βk−1(s
′) =

∑

s

βk(s)γk(s
′, s).

If logarithms of the forward (αk(s)) and backward

(βk−1(s
′)) state probabilities are used, the recursions for

forward and backward state probabilities become as:

α̃k(s) = ln
∑

s′

(eα̃k−1(s
′) + eγ̃k(s

′,s))

β̃k−1(s
′) = ln

∑

s′

(eγ̃k(s
′,s) + eβ̃k(s)).

The log-branch probabilities used in recursion operations

are evaluated by

γ̃k(s
′, s) = p̃(uk) + p̃(yk|ck),

(3)

where the dataword and codeword pair uk/ck correspond

to the transition from s′ to s, and p̃(uk) is the a-priori

probability for the dataword uk. Its value is nonzero if

there is a valid transition otherwise it is zero. Turbo en-

coder consists of two convolutional codes connected in

parallel and an interleaver is placed in front of the second

convolutional encoder. During the turbo decoding op-

eration, one decoder computes the extrinsic information

probability for information bits, and passed to the second

decoder. Second decoder uses the extrinsic information

probability supplied by first decoder as the a-priori prob-

ability of the information word for the second decoder

and so on. This scheme iteratively runs for a sufficiently

number of times until all the dataword probabilities con-

verged to their ultimate values. For a turbo code with rate

1/2 component convolutional codes and employing log-

MAP at decoders, the extrinsic probability supplied from

one decoder to another is given as:

Le(uk) = ln
∑

uk

(eα̃k−1(s
′) + eγ̃ke(s

′,s) + eβ̃k(s))

where γ̃ke(s
′, s) =

pky
p

k

σ2 , in which pk are parity bits, and

ypk is the received parity bit. For BPSK modulated binary

data, absolute value of γ̃ke(s
′, s) is |γ̃ke(s

′, s)| =
|yp

k
|

σ2 .

Use of negative SNR offset at the receiver means ac-

cepting noise power more than its actual value. In other

words, using larger variance of noise than its actual value,

i.e., |γ̃ke(s
′, s)| =

|yp

k
|

σ′2 where σ′2 > σ2.

3. Simulation

Turbo codes and serially concatenated convolutional codes

are used for testing the effects of SNR offset on code

performance. We used (1, 5/7)octal recursive system-

atic convolutional code for all the constituent codes used

in turbo and serially concatenated convolutional codes.

Trellis termination bits are added by the constituent codes.

The code rate for turbo code is ∼ 1/3 and it is ∼ 1/4
for serially concatenated convolutional code. The frame

lengths are chosen as 256, and 1024. The S-random in-

terleavers [1] are used for simulations. The S parame-

ters are taken as 10, and 20 for turbo and serially con-

catenated convolutional codes respectively. The encoded

bits are BPSK modulated and passed through an addi-

tive white Gaussian noise (AWGN) channel with double-

sided noise power spectral density N0

2 , i.e., noise variance

is σ2 = N0

2 . Log-MAP soft decoding algorithm is used

to iteratively decode the concatenated codes. We used

the stopping rule in [5]. At each iteration the decoded

frame is checked for being a codeword or not, if it is a

codeword, decoding stops. Otherwise, decoding contin-

ues as long as the decoded frame is not a codeword up to

a definite number of iterations. The maximum number of

iterations is limited to 12. Simulations are executed until

100 erroneously decoded frames are received. The aver-

age number of iterations are considered. Our concern in

this letter is mainly on the effects of positive SNR offset

on average iteration number and code performance.

4. Results

We simulate both turbo codes and serially concatenated

convolutional codes. Turbo code simulation results are

depicted in Figs. 1 and 2 for an interleaver size of 256,

and in Figs. 3 and 4 for an interleaver size of 1024.

It is obvious from Fig. 1 that at low Eb/N0 values,

positive offset increases the BER performance slightly.
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Figure 1: Turbo Code Performance for Positive Eb/N0

OffSets. Interleaver Size=256.
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Figure 2: Turbo Code Average Iteration Number for Pos-

itive Eb/N0 OffSets. Interleaver Size=256.
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Figure 3: Turbo Code Performance for Eb/N0 OffSets.

Interleaver Size=1024.
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Figure 4: Turbo Code Average Iteration Number for

Eb/N0 OffSets. Interleaver Size=1024.
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This increase is almost negligible. For moderate-to-high

Eb/N0 values, positive Eb/N0 offset increases has little

negative effect. If we sum up, it can be said that moderate

positive Eb/N0 offset does not effect the performance of

the turbo code. The effect of the positive Eb/N0 offset

on iteration number is depicted in Fig. 2. It is clear from

the Fig. 2 that positive offset reduces the average itera-

tion number. The reduction in average iteration number at

low Eb/N0 ranges is enormous. However, as Eb/N0 in-

creases the amount of reduction in average iteration num-

ber decreases. In addition, as the offset increases more

reduction is achieved, however too much offset increases

the iteration number although it is still less than the orig-

inal one. For an interleaver size of 1024 similar results

are obtained for positive SNR offsets in Figs. 3 and 4. In

addition, the effects of negative offset on turbo code are

also investigated in Figs. 3 and 4 where it is seen that

small amount of negative offset has negligible negative

effect on BER performance of the turbo code at low SNR

regions. It has slight positive effect on BER at high SNR

regions. However, the average iteration number always

increases even for little amount of negative SNR offsets

in every SNR regions.
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Figure 5: Serially Concatenated Convolutional Code

Performance for Positive Eb/N0 OffSets. Interleaver

Size=256.

Simulations results for SCCC for an interleaver size

of 256 are depicted in Figs. 5, and 6. It is obvious from

the Figs. 5, and 6 that iteration number is reduced for

all offset values for all SNR regions. However, code per-

formance degrades slightly for comparatively large offset

values at high SNR regions.

The consequences of the negative offsets for large

SNR values are shown in Figs. 7, and 8. It is seen that

for moderate negative offsets code performance in terms

of BER stays almost the same whereas average iteration

number always increases.
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Figure 6: Serially Concatenated Convolutional Code Av-

erage Iteration Number for Positive Eb/N0 OffSets. In-

terleaver Size=256.
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Figure 7: Turbo Code Performance at Eb/N0=1.5dB for

|Eb/N0| OffSets. Interleaver Size=1024.
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Figure 8: Turbo Code Average Iteration Number

at Eb/N0=1.5dB for |Eb/N0| OffSets. Interleaver

Size=1024.

5. Conclusion

The effects of SNR offsets on turbo and serially concate-

nated convolutional code performance and average iter-

ation number are investigated. It is found that, at low

SNR regions giving a small amount of positive offset re-

duces the average iteration number enormously. At high

SNR regions giving large amount of positive offset has

negative effect on the code performance, however aver-

age iteration number is still less compared to the scenario

where no offset is applied. At very high SNR regions,

the code is robust to both negative and positive offsets,

i.e., code performance stays almost the same with mod-

erate offsets on SNR. However, for negative offsets it is

seen that although code performance stays the same, av-

erage iteration number increases. Hence it is concluded

that, at the receiver side a moderate amount of positive

offset to the estimated SNR should be added in order to

both reduce the average iteration number and decrease

the possibility of underestimated SNR.
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