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Abstrrct

RasEr &t?llases has been using widespeadty in
goographic informatim sysfen (GIS) technologr.
As koown GISs ue useftl tools for mmaging the
Tatrally related inforrnation

Aspect of rnaning and city daDring
mmagen€mt of GIS syst€ms has vital iryortrnt for
maaging quiteafewqadallyrelaedinformation !

Ortophoto rastfr+ased GISs grgic databases
zuplies a lot of infonnation, fqvided by their raster
databases. But this infonnatiqrs are not available
efficently because of nongaphic dAabase
reSrictives.

In this s0rdy, an rrcxfiactablc informAion is
orhacted via artificial inetligence, for example, the
total joint pixel arca of gadeos and pafu.
Extractablc informations hac topological dcfined
relations betq€en graphic ad nmgrahic databases
in classical GIS.

L RN'IAL BASIS FI]NCTION NETWORKS
(RBXNO

RBFNs ar€ gBn€rat ptryoec n€tcorls which c"n
be used for a variety of poblems inchding: Sy*em
Modeling Prediction, Cleesification Use m RBFN
in most si0rdions in which you consi&r using a
Uact<-propagation network In general an RBFN is
any networt which makes use of radially gnnmetric
and radially boun&d tra$f€r frrnctions in its hiddcrl
Wer.IU.

Radial bssis netqlorb may requirc morE neuru$
tban shdfid feed-forcard backp:opagation
networts and often they can be designed in a
Aacrion of the tine it td(€s to train crandard feed-
fonvard networts. llrey work best when rnanv
training v€ctors are available [2].

PNN atrd GRNN corld both be considercd
RBFNs. In RBF training the fust drsse of training
the networls is a clusteing phese aDd in this phase,
the inconingwcigbs toth€ trdotl/pe layer leamto
become the centers of clusters of inFI vectols.
When the clustering phse finishes, thc radii of the
Gaussian firnctions at thc clust€r centers arc set
using a 2 Nearcst Neigtrbor proc€drc.

In table l, some radial basis fuirctions, usiqg itr
RBFNs, matlrqnatical forms are &scribed
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The radirs of a given Craussian is set to th€
average distancc !o the two near€st cluster omers.
At thts poiff, th€ nafing la5rcr is traircd usNng
one of a selection of enor learning rules. Sonc
softwares ale allm a hi<Hen layer b*wecn the
protot]"e layer and the o16r layer for richer
maldngp, for exarnpb lvtal$'s Narsl Nctwo*
Toolbox and Ncuralunre hdessbnd ptus/Il.

Advantage dRBFNs are,
'Trains fast€r tbm a cteassical gadicot ecenling
back-propagdim uc/ork

.L€ads to bater decision bormdries thm
classical bac&-pqagrtion algorithns 

-whcn 
used

for claesification and 6scisi6 pobterns.

'Regr€ssion groblerns may reqgire unbo'ded
transfer firnctims to be etrcientty -hred-
- 

.Back-gopagEtion can girrc a mre compact
disrihnat repesentation

IL TRNNING PHASE rnd RBX'Ng
ARCEITECTUNE

For rcalizing the aim of this snrdy we
rocessed an image via RBFNs (Radial Basis
Neural Netrro* -RBFl.Is- and probsbili$ic Neual
Networt-PNNs) ad errtract€d classified
images.In additionally RBFN's ad pNN's
classitrcation performances are atso ornpared"

Training Ffiems are capurcd nom qiglnl
imge, given at figure 2.

The training Ftt€rns te Zlix2[ sized inages
and illustafed at figure I at bellow.
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2d naining subset pauems

36 training subset pafi€ms

Figur,e I : -a-, -b atrd <- ar€ r€fesetrts tmining
sub6€ts. Each subset is eryesses an indep€ndsrt
class and this subcets are member of the main
training set.

The prameters us€d in RBFNS are illustrated in
figure 3, given at below. Additiomlly ktended Bar
Delta Bar tulta @DBD'1 I31 leaming rule and
sigrnoi&l trandsr finction used in hidden 2 layer of
RBFNs. At the erd of the training pocess RMS
0.07E6 and C-orrelation 0.9496 dtained whcn RMS
nq1 chrng€ any more.
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Figure 3 : Paranrethers of RBF ANNs.

The RBFNs int€rfetation of Figure 2 is given t
Figure 4 and th subband images are exgessed at
figure 6.

230

Figwe 4 : RBFNs Interpet*ion of Figure 2.
(Ioint image of each three class)

Figure 6 : Subtard imagps of Figure a, podrced
by Radiel Basis Neural Network

(a) r€Fresents 135 610 pixel as grcen ar€as, (b)
exp€sses 76 372 prxel as roa& ard (c) r€fes€nts
26 34t pixel as hdlding ftamerworts.

Figure 7 is expesses the Probabilistic Neural
Network's (PNNs) archirecture, used for Figure 8.
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Interpetation of Figure 2.

Figure 2 : Total area ofinvestigation
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Figure 8: Pr&bilisic Neural Netwo*'s
Interpetation of Figure 2.

136.262 fixels is belong to green areas The
Crosswise Correlation mrix is given abclw. This
matrix is am€asure of success of claccification of
Figure 2 via PNNs.

MRESIILTS AND CONCLUSIONS

Classification is a usefrrl tool for information
erdracting from a6ial inagEs ard artificial
intelligsnce is effective ool for this aim. Because of
artificial neual netwod$ (Al.INs) inherit abilities
th€se tools srply exciting abilities for im'ge
processing nrclr as clacsificsio- This *ndy is
expoeed tb* Al.INs are very ruitftrll tools for image
intsfEttri@.
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