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Abstract 
 

In this work, five main groups of arrhythmias in 
electrocardiograph (ECG) signals are tried to be classified 
using the features obtained from the output of a Self 
Organizing Map (SOM) network. The raw ECG signal 
consists of 81 sample points (60 point before and 20 point 
after the R peak point of the ECG). Consecutive sample 
values of a moving window (20 points of width) are used as 
the input vector of the SOM network. The output of the 
SOM network is used as the input vector to a classifier. K-
nearest neighbor (k-NN) algorithm is chosen as the classifier. 
The performance of the classifier is evaluated by the average 
values of sensitivity, specificity, selectivity and overall 
accuracy. As a result, 96%, 91%, 99%, and 97% sensitivity, 
selectivity, specificity, and overall accuracy values are 
obtained.  
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1. Introduction 

  
The detection of the arrhythmias from an 

electrocardiographic (ECG) record has been a very important 
subject. The accurate recognition and classification of the 
various types of arrhythmias is essential for the correct treatment 
of the patient. In literature, many studies have been applied for 
arrhythmia detection. Physionet MIT-BIH arrhythmia database 
is used in most of them. Various algorithms for the automatic 
detection of ECG beats have been developed by different 
investigators for this purpose. These researchers used different 
features and classification methods. In these studies, raw ECG 
with different window sizes between 144 ms and 400 ms 
according to R points has been used[1-12]. Different models are 
used as classifiers such as an MLP [2, 4, 7–10, 12], Fuzzy Logic 
[2, 7], Support Vector Machine (SVM) [2, 4, 6], linear 
discriminant function[5], Self Organizing Maps (SOM) [9, 11], 
etc. 

In this study, the window length of 222 ms (81 consecutive 
points) was constituted from the raw ECG signal according to 
the location of the R point (52ms right and 166ms left side of 
R). These raw ECG data are windowed by a 20 point length 
moving window which is lagged in time 5 point at each step. 20 
point length data vector which was created by this method was 
used as the input of the SOM network. Output of the SOM 
network was used as the input features for the k-NN classifier 

In the following section, the ECG data acquisition, 
preprocessing, moving window method, SOM structure, k-NN 
classifier and performance measures are presented. The result 
and discussion are given in section three. 

  

 
2. Materials and Methods  

  
In this section the ECG data acquisition, pre-processing and 

feature extraction methods are described in detail. The general 
block diagram of the constructed system is shown in Fig. 1. 

 

 
Fig. 1. The general block diagram of the study  

 
2.1. Data acquisition   

  
ECG signals were obtained from MIT-BIH Arrhythmia 

Database [13] that was created by the Beth Israel Hospital 
Arrhythmia Laboratory. The subjects were 25 men, aged 32 to 
89 years, and 22 women, aged 23 to 89 years. Each of the 
records is 30 minutes long and the sampling frequency of the 
records is 360 Hz.  

The ECG signal was processed to reduce the problems of 
baseline wander and power line interference. All ECG signals 
were first filtered with two median filters to remove the baseline 
wander. After the signal is processed with two median filters 
which have 200ms and 600ms widths respectively, the obtained 
signal was the baseline of the ECG signal. The result was 
subtracted from the original signal to remove the baseline 
wander effect of ECG signal. Then power-line frequency was 
removed from the median filtered ECG with a notch filter. 
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The annotation label was used to identify R points. After 
determining QRS peak in the database, feature sets were 
constituted by windowing the raw ECG around each R point. 
The window length was taken as 81 raw ECG points (60 
previous points and 20 next points) as shown Fig.2. 

 

 
Fig. 2. Windowed normal ECG signal  

 
After 81 point length beats were created from raw ECG 

signal, the input vectors of the SOM network were prepared by a 
moving window in time. The moving window size is 20 points 
and this window is lagged 5 points in time as shown in Fig. 3. 
For each step, the windowed points were taken as the input of 
the SOM.  

 

 
Fig. 3. Windowed normal ECG signal  

 
 
The vectors composed of the moving window outputs were 

entered into the SOM. The activated neuron is called the Best 
Match Unit (BMU). The labels of the successively activated 
neurons were used to construct a specific chain code for the 
windowed raw ECG signal. These codes were used as the inputs 
of the k-NN classifier. 

Total of 1895 heartbeats were used (1173 beats for training 
and 722 beats for testing) as shown in Table 1. The system was 
used to classify Normal Beat (N), Left Bundle Branch Block 
Beat (L), Right Bundle Branch Block Beat (R), Nodal Escape 
Beat (NE), and Atrial Escape Beat (AE).  

 
 

Table 1. Number of ECG records of each arrhythmia type in the 
database 

  

Class Train Test 

Normal Beat (N) 350 200 

Left Bundle Branch Block Beat (L) 350 200 

Right Bundle Branch Block Beat(R) 350 200 

Nodal Escape Beat (NE) 115 114 

Atrial Escape Beat (AE) 8 8 
 
 

2.2. Self-Organizing Map 
  

The SOM is an unsupervised type neural network 
architecture used to visualize and interpret high-dimensional 
data sets [14]. The map usually consists of a two-dimensional 
regular (rectangular or hexagonal) grid of nodes called neurons. 
Each sample of high dimensional input data is associated with a 
unit which is the winner. Not only the winning neuron but also 
its neighbors on the lattice are allowed to learn and adapt their 
weights towards the input. This way, the representations will 
become ordered on the map.   

An N-dimensional input is presented to each neurons of a 
SOM network as shown in Fig. 4. Then the winner unit 
(indicated by the index c), i.e. best match unit, is identified by 
the condition shown below for each sample, 

  
 ||)()(||min||)()(|| twtxtwtx iiicc −=−

∈
   (1) 

  
where xi  is the input vector with N dimension, wi is the ith 

weight, and c indicates the winning neuron. 
 

 
 

Fig. 4. Self-Organizing Map Structure  
 
The update of the weights in the SOM network is limited by 

a neighborhood function (¢c(i)). The neighborhood function 
plays a main role in the SOM algorithm regardless of the type of 
the learning algorithm. Three frequently used neighborhood 
functions are Gaussian, rectangular and cut Gaussian.  The 
weight of the winning unit and its neighbors are updated by the 
formula 

 

II-130



 )()( iwxw cii Ω−=Δ η    ∈i NBc   (2) 
 

where £ is the learning rate in the interval 0 < £ <1, �c(i) is 
the neighborhood function and NBc  indicates the neighbor 
neurons centered around node c, i.e. the winning neuron. 

 
2.3. k- Nearest Neighborhood  

 
k-NN algorithm is one of the most classical methods in 

pattern recognition because of its effective non-parametric 
nature [15]. The k-NN algorithm is a method for classifying 
objects based on closest training examples in the feature space. 
The k-NN algorithm is among the simplest of all machine 
learning algorithms. The algorithm is independent from 
statistical distribution of training examples.  Classifying process 
of objects is realized according to the closest neighbourhood of 
training examples. Several distance measures are used in this 
algorithm. Euclidean distance is commonly used as the distance 
measure. An object is classified by a majority vote of its 
neighbours, with the object being assigned to the class most 
common amongst its k nearest neighbours. k is usually chosen 
small and odd. If k=1, then the object is simply assigned to the 
class of its nearest neighbor. 

 
2.4. Performance Measures  

 
The performance of the classification system was measured 

based on three standard statistical measures for each class: 
sensitivity (SEN), specificity (SPE), and selectivity (SEL) which 
are calculated from multi-class classification table [16].  

Multi-class classification table for Left Bundle Branch Block 
Beat (L) is shown in Table 2 as an example. 

 
Table 2. Multi-class classification table for beat L 

  

  Classifier results 
  N L R NE AE 

R
ef

er
en

ce
 

la
be

l 

N TN FP TN TN TN 
L FN TP FN FN FN 
R TN FP TN TN TN 

NE TN FP TN TN TN 
AE TN FP TN TN TN 

 
where 
TP - True Positives: Number of L type heartbeats 

correctly classified by the system 
TN - True Negatives: Number of other heartbeats 

correctly classified by the system  
FP - False Positives: Number of heartbeats incorrectly 

classified by the system as L type 
FN - False Negatives: Number of L type heartbeats 

incorrectly classified by the system  
 
The measures are defined for any specific heartbeat as: 
 

 Sensitivity %100
FNTP

TP x
+

= (3) 

    

 Specificity %100
FPTN

TN x
+

= (4) 

    

 Selectivity %100
FPTP

TP x
+

= (5) 

   

Overall 
Accuracy 

%100
Beats All

TPTPTPTPTP AENERLN x
++++

=

 
(6) 

 
3. Results 

 
The classifiers implemented in this study were developed by 

using Matlab 7 on a Pentium-4 2.4 GHz PC. Classification 
procedure was performed off-line on data stored on the hard 
disk. Total of 1895 windowed Raw ECG vectors were used. 
1173 vectors were used for training, and 722 vectors were used 
for testing. The system was used to classify five different 
arrhythmia types: Normal Beat (N), Left Bundle Branch Block 
Beat (L), Right Bundle Branch Block Beat(R), Nodal Escape 
Beat (NE), and Atrial Escape Beat (AE). 

SOM network was prepared in a hexagonal topology with 25 
neurons (5x5). The output neurons were labeled from 1 to 25. 
The labels of the successively activated neurons constituted a 
specific chain code for the windowed raw ECG signal. Each 
chain code constructed in this manner is a 13x1 vector. These 
codes were used as the inputs to the k-NN classifier. The 
average performances of 96.47%, 90.93%, and 99.15%, 
sensitivity, selectivity, and specificity, respectively, were 
obtained. Moreover, the overall accuracy of the classifier is 
96.7%. The results are shown in Table 3.  

 
Table 3. The performance of k-NN based classifiers 

  

Class  
Label SEN SEL SPE 
N 98.50 93.81 97.51 
L 98.00 98.99 99.62 
R 99.00 100.00 100.00 
NE 86.84 95.19 99.18 
AE 100.00 66.67 99.44 
Average  96.47 90.93 99.15 

 
The comparison of the system constructed in this study with 

similar systems given in the literature is difficult due to the 
varieties in arrhythmia types which are classified, the number of 
arrhythmia types, the classification techniques, data sources, and 
performance measures. Nevertheless, some results of these 
studies are presented below to give an indication.  

Chazal et al. [5] classified five classes used in this study with 
a sensitivity of 75.9%. Song et al. [2] reported the results of 
99.6%, 95.1%, and 98.9% for sensitivity, specificity and overall 
accuracy, respectively, to classify six types of arrhythmias. Ac�r 
[4] reported the results of %97.6, %93.8, and %95.2, for 
sensitivity, specificity and accuracy, respectively, for six classes 
of arrhythmias. Hosseini reported that overall recognition rate 
was 0.883 for six arrhythmias. [9]. Übeyli [6] reported a total 
classification accuracy of 98.61% for four types of ECG beats. 
Osowski et al. [7] reported the mean error of 3.94% for 7-
rhythm types.  

The performance values of 96.47%, 90.93%, 99.15%, and 
96.7% were obtained in this study for sensitivity, selectivity, 
specificity, and overall accuracy, respectively. Therefore, the 
system presented in this study seems to outperform most of the 
similar systems in the literature. 
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