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ABSTRACT 

Data clustering is an interesting approach for finding 

similarities in data and putting similar data into 

groups. A clustering method partitions a data set into 

several groups such that the similarity within a group 

is larger than among groups. It has been playing an 

important role in solving many problems in image 

processing and pattern recognition. In this study, by 

inspired from mass action law, a new method called 

Mass Action Based (MAB) clustering is developed in 

order to detect the positions of cluster centers without 

dependence on data density. It is performed by using 

several data sets of different fields. 

 

I. INTRODUCTION 

Data clustering is grouping of objects into homogenous 
groups based on same object features; and it is considered 
an interesting approach for finding similarities in data and 
putting similar data into groups. This approach is an 
important for image processing; remote sensing, data 
mining, and pattern recognition. Generally speaking, 
clustering is one method to find most similar groups from 
given data, which means that data belonging to one 
cluster are the most similar; and data belonging to 
different cluster are the most dissimilar. In the literature, 
researchers have proposed many solutions for this issue 
based on different theories, and many surveys focused on 
special types of clustering algorithm have been presented 
[1 - 6]. 
 
Clustering algorithms are used not only to categorize data, 
but are also useful for data compression and model 
construction. By finding similarities, similar data can be 
represented with fewer symbols. Also, if we can find 
groups of data, we can build a solution based on those 
groupings. 

 
According to mass action law, an object is gravitated by 
other object proportional to its mass and the inverse of 
square of distance between them. If it is adapted to data 
clustering, it is supposed that each center of cluster is a 
mass gravity center and each data point’s mass is constant 
and the equation of mass action law m / d2

 is transformed 

to 2/1 d . This idea is the subject of paper. Also, in order 
to determine all data belonging to each cluster, we 
propose a new fuzzification method called weighted 
fuzzification, which is the independent on data density. 
End of the clustering process, we carry out the optimum 
positions of cluster centers and membership values. 
 

II. DATA CLUSTERING OVERVIEW 

In this section, a detailed discussion of each technique is 
investigated. Hard clustering, which is also called k-
means clustering, is an algorithm based on finding data 
clusters in a data set such that the cost function of 
dissimilarity measure minimized. In most cases this 
dissimilarity measure is chosen as the Euclidean distance 
[7, 8]. 
 
A set of N vectors xj are to be partitioned into C groups Gi 
(where i=1,…,C and j=1,…,N). The cost function, based 
on the Euclidean distance between a vector xk in group j 
and the corresponding cluster center ic , can be defined 

by: 
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where Ji is the cost function within group i. The 
partitioned groups are defined by a NC ×  binary 
membership matrix U, where the element iju is 1 if the jth 

data point xj belongs to group i, and 0 otherwise. Once the 
cluster centers ic  are fixed, the minimizing iju  for 

Equation 1 can be derived as follows: 
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This means that xj belongs to group i if ci is the closest 
center among all centers. On the other hand, if the 
membership matrix is fixed, i.e. if iju is fixed, then the 

optimal center ci that minimizes Equation 1 is the mean of 
all vectors in group i: 
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where iG  is the size of iG  , or ∑ =
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The method determines the cluster centers ci and the 
membership matrix U iteratively. The performance of the 
K-means algorithm depends on the initial positions of the 
cluster centers, thus it is advisable to run the algorithm 
several times, each with a different set of initial cluster 
centers [3, 4]. 
 
Fuzzy c-means clustering relies on the basic idea of k-
means clustering. But, each data point belongs to a cluster 
with a degree of membership while in k-means every data 
point either belongs to a certain cluster or not. So fuzzy 
clustering employs fuzzy partitioning such that a given 
data point can belong to several groups with the degrees 
of membership between 0 and 1. However, fuzzy 
clustering also uses a cost function. In this method, the 
membership matrix U is allowed to have elements with 
values between 0 and 1. Thus the summation of degrees 
of membership of a data point to all clusters is always 
equal to 1 [3, 6, 9]: 
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The cost function for fuzzy clustering is a generalization 
of Equation 1: 
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where iju is between 0 and 1; ci is the cluster center of 

fuzzy group i; jiij xcd −=  is the Euclidean distance 

between the ith cluster center and the jth data point; and 
[ ]∞∈ ,1m  is a weighting exponent. The necessary 

conditions for Equation 5 to reach its minimum are 
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The algorithm works iteratively through the preceding 
two conditions until the no more improvement is noticed. 
As in k-means, the performance of fuzzy clustering 
depends on the initial membership matrix values. Thereby 
it is advisable to run the algorithm for several times with 
different values of membership degrees of data points 
[3,4]. 
Subtractive clustering method is based on a measure of 
the density of data points in the feature space. The idea is 
to find regions in the feature space with high densities of 

data points. The point with the highest number of 
neighbors is selected as center for a cluster. Since each 
data point xi is a candidate for cluster center, a density 
measure for first cluster center 1c  is defined as 
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where ar  is a positive constant representing a 

neighborhood radius. Hence, a data point will have a high 
density value if it has many neighboring data points. The 
first cluster center xC1 is selected as the point having the 
largest density value

1C
D . Next, the density measure of 

each data point xi is revised as follows: 
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where br  is a positive constant which defines a 

neighborhood having measurable reductions in density 
measure. Therefore, the data points near the first cluster 
center 

1C
x will have significantly reduced density 

measure. After revising the density function given by 
Equation 9, the next cluster center is chosen as the point 
having the greatest density value. This process continues 
until a sufficient number of clusters are attained [4, 7]. 
 
III. MASS ACTION BASED DATA CLUSTERING 

METHOD 

In general clustering techniques, according to the 
dimension of data and the number of clusters, desired 
result may not be reached for many applications. In 
common clustering techniques, if the number of clusters 
is sufficient, then this algorithm can obtain optimum 
result, otherwise can not. Cluster centers detected by 
algorithms are fault when the number of clusters is given 
incomplete or excess. Although the number of clusters is 
optimum, the position of cluster centers which is 
calculated by general clustering techniques may not be 
signed desired point.  
 
In this study, we focus on improving of the cluster center 
positions. Mass Action Based (MAB) clustering method 
is a new approach to finding the best cluster centers 
positions and allowing being reduced computation times, 
significantly. It uses both of k-means and subtractive 
clustering methods which are affected by mass action. 
Here, before subtractive clustering to detect the initial 
cluster center points for k-means, neighborhood density is 
calculated for each data points. Then, k-means method 
detects optimum positions of the cluster centers. While 
the performance of common clustering methods depends 
on the initial membership matrix values, this new 
approach removes the problem of initial condition.  
 
In subtractive clustering, first it is used Equation 8 and 
continued by Equation 9. But in new approach, Equation 
10 is substituted for Equation 8. By using Equation 10 



obtained from the action law m / d
2 , we may detect the 

positions of the cluster centers independent of data 
density. 
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Each data point belongs to all cluster centers with the 
ratio of distances from each cluster centers. In order to 
remove the parameter m used in Equation 7, a new 
membership matrix U is calculated by using Equation 11. 
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This approach determines the cluster centers ci and the 
membership matrix U using the following steps: 
 
Step1. Normalize the data points. 
Step2. Calculate the density measure of each data point 

according to Equation 9 and 10. 
Step3. Select the point having the largest density value as 

cluster center ci, and continue until the number of 
clusters equals to C. 

Step4. Compute the hard membership matrix U using by 
Equation 2 with computed cluster centers. 

Step5. Calculate the cost function according to Equation 
1. Go to Step 7 if it is smaller than selected 
threshold value. 

Step6. Update the cluster centers according to Equation 
3. Go to Step 4. 

Step7. Determine the fuzzy membership matrix U using 
by Equation 11.  

 

IV. NUMERIC EXAMPLES 

In this section, we show several examples of mass action 
based clustering to illustrate the ideas presented in the 
previous section. We first present three simple examples 
to provide insights into new approach. We then present 
more realistic examples, and compare performance of 
new method with those of the corresponding fuzzy and 
subtractive algorithms. 
 
Example 1: The butterfly data set [7] consists of 15 two 
dimensional vectors that have two clusters. This data set 
have used as test data in many experiment and it has 
symmetric data distribution. We focus on symmetric point 
belonging to both clusters with membership value of 0.5. 
Figure 1 shows Mass Action Based Clustering method for 
butterfly data set and our results for this data set are 
summerized in Table 1. It shows membership value of 
cluster centers. 
 

 
 

Figure 1. Mass Action Based Clustering method for 
butterfly data set. 
 
Table 1. Membership values of butterfly data set and 
cluster centers. 

 Cluster 1 
(0.83, 0.50) 

Cluster 2 
(0.17, 0.50) 

1. 0.22727 0.77273 
2. 0.038462 0.96154 
3. 0.22727 0.77273 
4. 0.10976 0.89024 
5. 0 1 
6. 0.10976 0.89024 
7. 0.1 0.9 
8. 0.5 0.5 
9. 0.9 0.1 
10. 0.89024 0.10976 
11. 1 0 
12. 0.89024 0.10976 
13. 0.77273 0.22727 
14. 0.96154 0.038462 
15. 0.77273 0.22727 

 
Example 2: We prepared 75 two dimensional vectors with 
three clusters for another example. Figure 2 displays this 
artificial data set which consists of three identical square 
lattices each containing 25 data points. Our result for this 
data set is summerized in Table 2. It shows cluster centers 
obtained by Fuzzy, Subtractive and new MAB methods. 
 

 
a) Fuzzy clustering 



 
b) Subtractive clustering 

 

 
c) MAB clustering 

Figure 2. Results of clustering techniques of an artificial 
symmetric data set. 
 
Table 2. Fuzzy, Subtractive and MAB cluster centers for 
artificial data set. 
 Cluster 1 Cluster 2 Cluster 3 
Fuzzy 0.33 0.30 0.48 0.75 0.87 0.14 
Subtractive 0.20 0.18 0.60 0.91 0.90 0.09 
MAB 0.20 0.18 0.50 0.82 0.80 0.18 

 
Example 3: Anderson Iris Data set [10] consists of 150 
five dimensional vectors. This data set has often been 
used as a standard for testing clustering algorithms [6, 
11]. The components of a vector are the measurement of 
the petal length and width, and sepal length and width of a 
particular iris plant and last fifth vector is added to 
describe the plant types. There are 50 plants in each of 
three classes of iris represented in the data. Our results for 
these data sets are summerized in Table 3. 
 
Table 3. Membership values between every data points 
and cluster centers. 

Fuzzy  Clustering 
Cluster 1 0.20 0.58 0.08 0.05 0.01 
Cluster 2 0.63 0.42 0.75 0.82 0.99 
Cluster 3 0.48 0.37 0.58 0.53 0.50 

Subtractive Clustering 
Cluster 1 0.22 0.58 0.08 0.04 0 
Cluster 2 0.47 0.42 0.64 0.71 1 
Cluster 3 0.39 0.37 0.54 0.5 0.5 

MAB Clustering 
Cluster 1 0.20 0.59 0.08 0.06 0 
Cluster 2 0.64 0.40 0.77 0.80 1 
Cluster 3 0.45 0.32 0.55 0.51 0.5 

 
Example 4: Blood pressure data set [10] consists of 53 
two dimensional vectors that have three clusters. This 
data set has often been used as a standard for testing 
clustering algorithms [6, 11]. Table 3 summarizes the 
results for this data set. It shows the optimal positions of 
cluster centers.  

 
a) Fuzzy clustering 

 

 
b) Subtractive clustering 

 

 
c) MAB clustering 

 
Figure 3. Results of clustering techniques of blood 
pressure data set. 
 



Table 3. Cluster centers obtained by using fuzzy, 
subtractive and MAB clustering techniques for blood 
pressure data set. 
 Cluster 1 Cluster 2 Cluster 3 
Fuzzy 0.30 0.18 0.50 0.46 0.70 0.62 
Subtractive 0.32 0.22 0.56 0.45 0.86 1.00 
MAB 0.33 0.27 0.59 0.47 0.88 0.81 

 
Table 3 shows the cluster centers obtained by fuzzy 
clustering, subtractive clustering techniques and a new 
method based mass action. 
 

V. CONCLUSION 

In this study, we focus on improving of the positions of 
cluster centers. Mass Action Based (MAB) clustering 
method is a new approach to finding the best cluster 
centers positions and allowing being reduced computation 
times, significantly. It uses both of k-means and 
subtractive clustering methods which are affected by mass 
action. While the performance of common clustering 
methods depends on the initial membership matrix values, 
this new approach removes the problem of initial 
condition. Also, for determining all data belonging to 
each cluster, we proposed a new fuzzification method 
called weighted fuzzification, which is the independent on 
data density, and by using it; we obtained the optimum 
position of cluster centers and membership values. 
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