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Abstract 

Data transformation or preprocessing methods needs to be 

used prior to classification or prediction algorithms for 

improving the classification performance in the classifying of 

non –linear separable datasets. As data preprocessing 

method, the Gaussian mixture clustering based attribute 

weighting (GMCBAW) has been proposed and applied to 

two artificial datasets including 2-D spiral and chain link 

datasets that have a non-linear data distribution.  After data 

preprocessing stage, the k-nearest neighbor (k-NN) classifier 

has been used.  In the classification of 2-D spiral dataset, 

while alone k-NN classifier obtained the success rate of 

47.91%, the combination of GMCBAW and k-NN classifier 

achieved the success rate of 56.20% for the k value of 50 in 

k-NN classifier. As for chain link dataset, while alone k-NN 

classifier obtained the success rate of 74.20%, the 

combination of GMCBAW and k-NN classifier achieved the 

success rate of 85.80% for the k value of 200 in k-NN 

classifier. The results demonstrated the feasibility and 

robustness of GMCBAW on the classification of linear non-

separable datasets.  

1. Introduction 

Data preprocessing methods are commonly used in solutions 

of many pattern recognition problems. In order to simplify the 

classification algorithm and to decrease the computational cost 

of used algorithms, data preprocessing methods are employed to 

datasets. By means of using data preprocessing techniques, a 

dataset that has a linearly non-separable distribution is 

transformed to a linearly separable dataset. Also, data 

transformation or preprocessing methods are used for noise 

removing, data imputation, feature reduction, data reduction, 

data filtering, normalization, data clustering etc.  

In literature, many studies have been conducted regarding the 

data preprocessing or transformation. Among these, Blansché et 

al. proposed a new process for modular clustering of complex 

previous data, like remote sensing images. This method carry 

outs attribute weighting in a wrapper approach [1]. Tahir et al. 

proposed a novel hybrid approach for simultaneous feature 

selection and feature weighting of k-NN (k-nearest neighbor) 

rule based on Tabu Search (TS) heuristic. Gançarski et al. 

proposed two new feature weighting methods on the basis of 

coevolutive algorithms. The first one is motivated by the 

Lamarck theory and uses the distance-based cost function 

defined in the LKM algorithm as fitness function. The second 

method uses a fitness function on the basis of a new partitioning 

quality measure [2]. Polat et al. proposed a new attribute 

weighting method based on fuzzy logic and called fuzzy 

weighting method in classification of ECG dataset [3]. Polat et 

al. have proposed k-NN (k-nearest neighbor) based feature-

weighting method to reduce the variance within features in 

dataset and applied to medical datasets [4, 5, 6]. Polat et al. 

suggested a novel attribute weighting method based on 

similarity measure between features and applied to classification 

of Doppler signals to diagnose Atherosclerosis disease [7].  Dua 

et al. present a method based on the connected component 

theory to remove the labels from the image and crop the image 

to a relevant reduced size as data preprocessing method [8]. 

Polat et al. proposed a novel attribute weighting called 

subtractive clustering based attribute weighting for recognizing 

the traffic accidents and used the support vector machine 

classifier as classifier algorithm [9].   

In this study, a new attribute weighting method based on 

clustering centers belonging to each class of dataset using 

Gaussian mixture clustering has been proposed. This weighting 

method is called Gaussian mixture clustering based attribute 

weighting (GMCBAW). In this method, first of all, the mean 

values of each attribute belonging to each class are calculated. 

Secondly, the probable cluster centers of the whole dataset are 

obtained using Gaussian mixture clustering. Then, the ratios of 

mean values to cluster centers belonging to each attribute in 

each class are computed. Finally, these obtained ratios are 

multiplied with each attribute and weighted the dataset. To 

efficiency of proposed weighting method, two artificial datasets 

have been used. These datasets are 2-D spiral dataset and chain 

link dataset. The main characteristic of these datasets has a 

linearly non-separable distribution. To classify the weighted 

these datasets, k-nearest neighbor (k-NN) classifier has been 

used since k-NN classifier is a simple and effective algorithm. 

The classification accuracy, recall, true negative rate (TNR), 

prediction, g-mean 1, g-mean 2, and f-measure values have been 

used to evaluate the proposed method.  

 The rest of this paper is arranged as follows. The section 2 

presents the material and method. In the section 3, the 

experimental results and discussion is given. Section 4 

concludes the remarking findings.  

2. Material and Method 

2.1. Data 

In this study, two artificial datasets including 2-D spiral 

dataset and chain link dataset have been used.  

     Two (2D) spiral dataset is a linearly non-separable 

classification problem. Since this dataset is a nonlinear 

separable dataset, the classification of two spiral dataset is a 

challenge task. In the dataset, there are 194 samples including 

each class of 94 samples. There are two attributes in the 2D 



spiral dataset. Figure 1 presents the class distribution of two 

spiral dataset [10]. 

  

Fig. 1. The class distribution of two spiral dataset 

     Chain link dataset also called intertwined rings is a classic 

example of a data set, which provokes topology preservation 

violations. The data set includes two rings, each two-

dimensional, which is intertwined in a three-dimensional space. 

In this dataset, there are 500 data points for each class. There are 

totally 1000 data points. There are two attributes in chain link 

dataset. Figure 2 demonstrates the class distribution of chain 

link dataset [11]. 

Fig. 2. The class distribution of chain link dataset 

2.2. Method 

A hybrid system with two stages has been proposed. In first 

stage, to weight the datasets or to transform from non-linearly 

separable dataset to linearly separable dataset, Gaussian mixture 

clustering based attribute weighting method has been proposed 

and used to scale the datasets. In the second stage, after data 

preprocessing stage, k-NN classifier has been used. The used 

stages have been explained in the following subsections.  

2.2.1. Gaussian mixture clustering based attribute 

weighting (GMCBAW) 

   Gaussian mixture models are formed by combining 

multivariate normal density components. They are often used for 

data clustering. Clusters are assigned by selecting the 

component that maximizes the posterior probability. Like k-

means clustering, Gaussian mixture modeling uses an iterative 

algorithm that converges to a local optimum. Gaussian mixture 

modeling may be more appropriate than k-means clustering 

when clusters have different sizes and correlation within them. 

Clustering using Gaussian mixture models is sometimes 

considered a soft clustering method. The posterior probabilities 

for each point indicate that each data point has some probability 

of belonging to each cluster [12, 13].  

    Figure 3 gives the pseudo code of GMCBAW. In this method, 

first of all, the mean values of each attribute belonging to each 

class are calculated. Secondly, the probable cluster centers of 

the whole dataset are obtained using Gaussian mixture 

clustering. Then, the ratios of mean values to cluster centers 

belonging to each attribute in each class are computed. Finally, 

these obtained ratios are multiplied with each attribute and 

weighted the dataset. 

Fig. 3. The pseudo code of GMCBAW 

After GMCBAW method applied to 2-D spiral dataset, the 

class distributions of weighted and raw two spiral datasets have 

been given in the Figure 4. Figure 5 presents the class 

distributions of weighted and raw chain link datasets.  As can be 

seen from both figures, the power of distinguishing of two 

artificial datasets has increased by means of Gaussian mixture 

clustering based attribute weighting method.  In this way, both 

non-linear artificial datasets could be classified using classifier 

algorithms.  

Fig. 4. The class distributions of raw (a) and weighted (b) 2-D 

spiral datasets 



Fig. 5. The class distributions of raw (a) and weighted (b) chain 

link datasets 

2.2.2. k-Nearest Neighbor (k-NN) Classifier 

     To classify the weighted datasets, k-NN (nearest neighbor) 

classifier algorithm has been used. The k-nearest neighbor 

algorithm is one of the simplest algorithms among all machine 

learning algorithms. In k-nearest-neighbor classification, the 

training dataset is used to classify each data of a "target" dataset. 

The structure of the data is that there is a classification variable 

of interest and a number of additional predictor variables [14, 

15].               

     Robust models can be obtained by locating k, where k >1, 

neighbors and enabling the majority vote decide the outcome of 

the class labeling. A higher value of k causes in a smoother 

function. The disadvantage of increasing the value of k is that as 

k approaches n, where n is the size of the instance base, the 

performance of the classifier will approach that of the most 

straightforward statistical baseline, the assumption that all 

unknown instances belong to the class most frequently 

represented in the training data [14, 15].  

       The several k values in k-NN classifier have been used and 

compared with each other. By this way, the best k values have 

been found for classification of two artificial datasets. 

3. Results and Discussion 

      In this study, a new data preprocessing method called 

Gaussian mixture clustering based attribute weighting 

(GMCBAW) has been proposed to transform from non-linearly 

separable datasets to linearly separable datasets. Also, the other 

aims of this weighting method are to increase the classification 

performance and to decrease the computational cost of used 

algorithms. As clustering algorithm, Gaussian mixture clustering 

algorithm has been used since this method is an effective and 

robust in the clustering of large datasets. As classifier algorithm, 

k-NN classifier has been used to classify the weighted datasets. 

Two artificial datasets have been used. These datasets are two 

(2-D) spiral and chain link datasets.   

     To evaluate the proposed method, the classification accuracy, 

recall, true negative rate (TNR), prediction, g-mean 1, g-mean 2, 

and f-measure values have been used. The readers can refer to 

[16] for more information about these measures. Table 1 shows 

the obtained results in the classification of raw 2-D spiral dataset 

using k-NN classifier for various k values. Table 2 gives the 

obtained results in the classification of weighted 2-D spiral 

dataset using k-NN classifier for various k values. Table 3 

presents the obtained results in the classification of raw and 

weighted 2-D spiral dataset using k-NN classifier for k value of 

50. Table 4 depicts the obtained results in the classification of 

raw chain link dataset using k-NN classifier for various k values. 

Table 5 demonstrates the obtained results in the classification of 

weighted chain link dataset using k-NN classifier for various k 

values. Table 6 exhibits the obtained results in the classification 

of raw and weighted chain link dataset using k-NN classifier for 

k value of 200. In the classification of 2-D spiral dataset, the 

effect of GMCBAW could be seen to classification accuracy. 

When k value was increased, the classification performance was 

also increased. As for chain link dataset, when k value was 

increased, the classification performance was also decreased for 

raw chain link dataset. In the classification of weighted chain 

link dataset, when k value was increased, the classification 

performance was increased. 

    As can be seen from obtained results, Gaussian mixture 

clustering based attribute weighting could be safely used as data 

preprocessing in the classification of non-linearly separable 

datasets.  

Table 1. The obtained results in the classification of raw 2-D 

spiral dataset using k-NN classifier for various k values  

k value in 

 k-NN classier 

Classification  

Accuracy (%) 

1 39.58 

2 39.58 

3 37.50 

4 36.46 

5 36.46 

6 36.46 

7 35.42 

8 35.42 

9 35.42 

10 38.54 

50 47.92 

Table 2. The obtained results in the classification of weighted 2-

D spiral dataset using k-NN classifier for various k values 

k value in 

 k-NN classier 

Classification  

Accuracy (%) 

1 50.00 

2 50.00 

3 50.00 

4 50.00 

5 50.00 

6 50.00 

7 50.00 

8 50.00 

9 50.00 

10 50.00 

50 56.25 



Table 3. The obtained results in the classification of raw and 

weighted 2-D spiral dataset using k-NN classifier for k value of 

50 

Performance  

Measures 

Raw 2-D 

Spiral 

dataset  

Weighted 2-D Spiral 

dataset by GMCBAW

Classification  

Accuracy (%) 

47.91 56.20 

Recall  0.478 1 

TNR 0.483 0.533 

Precision 0.458 0.125 

G-mean 1 0.468 0.265 

G-mean 2 0.479 0.547 

F-measure 0.468 0.204 

Table 4. The obtained results in the classification of raw chain 

link dataset using k-NN classifier for various k values  

k value in 

 k-NN classier 

Classification  

Accuracy (%) 

1 100 

100 100 

150 99.40 

200 74.20 

250 68.80 

Table 5. The obtained results in the classification of weighted 

chain link dataset using k-NN classifier for various k values 

k value in 

 k-NN classier 

Classification  

Accuracy (%) 

1 99.80 

100 92.00 

150 89.60 

200 85.80 

250 82.00 

Table 6. The obtained results in the classification of raw and 

weighted chain link dataset using k-NN classifier for k value of 

200 

Performance  

Measures 

Raw  

chain link 

dataset  

Weighted chain link  

dataset 

by GMCBAW

Classification  

Accuracy (%) 

74.20 85.80 

Recall  0,75 0,778 

TNR 0,73 1 

Precision 0,72 1 

G-mean 1 0,73 0,926 

G-mean 2 0,73 0,9262 

F-measure 0,73 0,9235 

6. Conclusions 

Data preprocessing methods are commonly used in solutions 

of many pattern recognition problems. In this paper, a novel data 

weighting called Gaussian mixture clustering based attribute 

weighting has been proposed and applied to transform from two 

artificial non-linear datasets to linear datasets. The used datasets 

were the 2-D spiral and chain link datasets. The results 

demonstrated that the non-linear separable datasets have been 

converted to linearly separable datasets by means of GMCBAW.  

In future, using Gaussian mixture clustering, a new data 

weighting method could be formed by inter-cluster measure.  
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