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Abstract 
 

This study proposes an improved particle swarm 
optimization method to find optimal power flow by using the 
power transmission loss as an objective function. In the 
literature, PSO is a well – known intelligent search method 
to handle the solution of optimal power flow problem. A 
novel scheme which is called Improved PSO (IPSO) is 
defined by modifying the initialization step of PSO 
algorithm and choosing the load bus voltages, generator 
active and reactive powers, line flow capacities as penalty 
functions in the objective function. PSO and IPSO-based 
optimal power flow solutions are compared with each other 
on IEEE 118 and 300 bus systems. According to the test 
results, the power loss obtained by IPSO-based solution has 
less power loss than PSO-based solution. This proposed 
method can be used to obtain faster desirable solutions and 
better power loss results for the optimal power flow problem 
in case of power loss minimization. 
 

1. Introduction 
 

Optimal reactive power flow (ORPF) is one of the major 
subjects of economic process of power system [1]. The goal of 
ORPF is to minimize objective function which is the active 
power loss in transmission lines via trying to find best 
adjustment of the power system variables while ensuring the 
security of the system and satisfying various equality and 
inequality constraints [2]. Power flow equations are used as 
equality constraints while limits on control variables, which are 
generator bus voltages, load bus voltages, reactive power output 
of generator, transformer tap settings, reactive power output of 
shunt compensators and line power flows of each branch, are 
handled as inequality constraints. Problems considering with 
ORPF has been argued for decades and various intelligence 
heuristic algorithms can be found in the literature such as 
Genetic Algorithm (GA), Evolutionary Programming (EP), and 
Particle Swarm Optimization (PSO) [3 - 6]. PSO algorithm is 
widely used one in the field of engineering. The most 
conspicuous advantage of PSO is its fast convergence speed [7]. 
Also difficulties related with limitations of mathematical 
programming increase the importance of PSO [8].  

In this study, a new approach to compute ORPF by applying 
IPSO method is proposed. The main difference between PSO 
and IPSO algorithms is the determination of one of the particles 
of the initial swarm. The control variables used in the initial 

swarm are determined by load flow analysis in IPSO algorithm. 
Thus, the initial value of transmission loss can be decreased with 
these reasonable control variables. 

IEEE 118 and 300 bus systems have been utilized for the 
analysis and the results indicate that IPSO is a more effective 
way to solve ORPF problems, by indicating fast feasible 
solution time and smaller value of transmission loss when 
compared with PSO.  

2. Optimal Reactive Power Flow 

2.1. Problem Formulation 
 

The general optimal reactive power flow problem can be 
expressed as a constrained optimization problem as follows in 
(1): 
 

Minimize f(x), objective function 
Subject to g(x) = 0, equality constraints 

h(x) ≤ 0, inequality constraints    (1) 
 

In the ORPF problem, both equality and inequality 
constraints are converted into penalty terms and then they are 
added to form the penalty function as shown in (2) below.  
 ሺx) = f(x) + Ω       (2)ܨ 

Ω = ߩሼ݃ଶሺݔሻ  ሾmax ሺ0, ݄ሺݔሻሻሿଶሽ      (3) 

x = [P; Q; |V|; δ; S; T, Qcomp]      (4) 
 
where; ܨ(x) is objective function with penalty, f(x) is objective 
function without penalty, Ω is the penalty function, ߩ  is the 
penalty factor,  x is the vector of optimization variables, that 
consists of state and control variables, g(x) are equality 
constraints, h(x) are inequality constraints. The optimization 
variables consist of P, Q, |V|, θ, S, T, Qcomp. P is active power, Q 
is reactive power, |V| is bus voltage magnitude, S is line power 
flow capacity, T is transformer tap ratio, θ is bus voltage angle 
and Qcomp is reactive power source. 

 
2.2. Objective Function 

 
In this paper, the objective function is defined as power 

transmission loss function and it can be expressed as indicated 
in (5). 
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௦௦ܨ ൌ ∑ ݃,൛| ܸଶหห ܸଶห െ 2ห ܸ|| ܸ| cos൫ߜ െ ൯ൟேಽୀଵߜ      (5) 
 
where; the subscripts i, j show bus numbers, |V୧|, | ܸ| are the 
voltage magnitude at bus i and j respectively,  ݃,  is the 
conductance of line i-j, δ୧, δ୨ are the voltage angle at bus i and j 
respectively, and ܰ is the total number of transmission lines. 
 
2.3. System Constraints 
 

The objective is to minimize the transmission loss by 
chancing control variables within their limits. Hence, the system 
constraints, which are to be formed as equality (6) and (7), and 
inequality constraints from (8) to (12) as shown below, are 
needed. 
 
2.3.1. Equality Constraint 
 
This consists of power flow equations: 
 ܲீ , െ ܲ, െ ∑ | ܸ|ห ܸหห ܻ,ห cos൫ߠ, െ ߜ  ൯ேಳୀଵߜ ൌ 0      (6) 
 ܳீ, െ ܳ,  ∑ | ܸ|ห ܸหห ܻ,ห sin൫ߠ, െ ߜ  ൯ேಳୀଵߜ ൌ 0      (7) 
 
where; ܲீ , is the real power generation at bus i ܲ, is the real power demand at bus i ܳீ, is the reactive power generation at bus i ܳ, is the reactive power demand at bus i ܰ  is the total number of buses in the system |V୧|, | ܸ| are the voltage magnitude at bus i and j respectively ߠ, is the angle of bus admittance element i, j | ܻ,| is the magnitude of bus admittance element i, j. 
δ, δ  are the voltage angle at bus i and j respectively 
 
2.3.2. Inequality Constraints 
 
These are composed of the limitations on variables. 
 ܸ  ܸ  ܸ௫       (8) ܶ  ܶ  ܶ௫       (9) ܳ,  ܳ,  ܳ,௫     (10) ܲீ ,  ܲீ ,  ܲீ ,௫     (11) ܵ,  ܵ,௫      (12) 
 
where; | ܸ|, | ܸ௫| are upper and lower limits of voltage 

magnitude at bus i ܶ, ܶ௫  are upper and lower limits of tap position of 
transformer i ܳ, , ܳ,௫   are upper and lower limits of reactive power 
source i ܲீ ,, ܲீ ,௫  are upper and lower limits of active power 
generated by generator i  ܵ,௫  is apparent power flow limit of ith line 

 
2.3.3. The Penalty Functions 
 

These are added to the objective function. In this paper, only 
some of the inequality constraints are used as penalty functions. 

The main goal of penalty function is to maintain the system 
security. When power flow problem has too many constraints, 
sometimes a feasible solution cannot be obtained. To avoid this 
situation, some constraints are not enforced completely.  

In this study, bus voltages, active power generations and line 
power flow capacities were chosen as penalty functions. 
Although constraints at penalty function can be violated, this 
violation should be very small and when violation at constraint 
increases, penalty function should increase quickly. Thus, 
quadratic penalty functions more suitable for ORPF problems 
are used in this study. The most significant advantage of 
quadratic penalty function is to control importance of constraint 
in ORPF by simply chancing value of penalty factor. Their 
equations are given in below as follows (13), (14), (15) and (16). 

Ω ൌ ߩ  ሼmaxሺ0, | ܸ| െ | ܸ௫|ሻሽଶ ேಳ
ୀଵ  

  ߩ ∑ ൛max ሺ0, | ܸ| െ | ܸ|ሻൟଶேಳୀଵ   (13) 
 

Ωீ ൌ ߩ  ൛max൫0, ܲீ , െ ܲீ ,௫൯ൟଶ ேಸ
ୀଵ  

  ߩ ∑ ൛max ሺ0, ܲீ , െ ܲீ ,ሻൟଶேಸୀଵ   (14) 
 

Ωௌ ൌ ߩ ∑ ሼmaxሺ0, ܵ െ ܵ௫ሻሽଶ ேಽୀଵ     (15) 
 

ΩT ൌ Ω  Ωீ  Ωௌ     (16) 
 
where; 
Ω is the penalty function for bus voltages 
Ωீ  is the penalty function for active power generations 
Ωௌ is the penalty function for line power flow capacities 
ΩT is the summation of three penalty functions ீܰ  is the total number of generators. 
 
3. Improved Particle Swarm Optimization for Optimal 

Reactive Power Flow  
 

PSO is a population-based optimization search algorithm. It 
was first introduced by Kennedy and Eberhart in 1995 [9]. PSO 
is based on the behavior of individuals of swarm. In PSO, 
potential solutions are called particles and the population of 
particles is called swarm. In research space, each particle in PSO 
changes its position with time and moves to optimum position 
by updated velocity. To find the position and velocity of each 
particle, the equations are given in (17) and (18):  
ሺାଵሻݒ  ൌ ሺሻݒݓ  ܿଵݎଵ൫௦௧ െ ଶ൫݃௦௧ݎሺሻ൯ ܿଶݔ െ ݔ ሺሻ൯   (17) 
ሺାଵሻݔ  ൌ ሺሻݔ   ሺାଵሻ    (18)ݒ
 
where; ݒሺሻ  is the velocity of ith particle at mth iteration, 
w is inertia weight of the particle, ܿଵ, ܿଶ  are positive constants having values between [0, 2.5], rଵ, rଶ  are randomly generated numbers between [0, 1], ௦௧ is the best position of the ith particle obtained based 

upon its own experience, ݃௦௧  is global best position of the particle in the population ݔሺሻ is the position of ith particle at mth iteration, 
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m is the iteration index. 
 

Suitable selection of inertia weight pro
between global and local explorations. It c
follows in (19): 
 

w = ݓ௫ െ ௪ೌೣି௪௧ೌೣ   ݎ݁ݐ݅
where; ݓ௫ is the value of inertia weight a

iteration ݓ  is the value of inertia weight at the݅ݎ݁ݐ   is the current iteration number  ݅ݎ݁ݐ௫  is the maximum number of iteratio
 

The process of particle swarm optimizati
summarized as shown in Fig. 1. As it can be
(18) and flowchart, velocity and position ha
optimization technique.  
 

Fig. 1. Flowchart of PSO Pro

In PSO algorithm, better results are ob
each iteration depending on particles’ op
logical position for a particle is added to th
value of objective function starts with bette
to much better values with each iteration. T
done on initial position of swarm by add
variables as a particle to the swarm wh
remained same in this study. These chosen
by computing the power flow via Matpow
runpf [10]. By doing so, not only reduced
power loss was obtained, but also optim
resulted with better values. 

ovides good balance 
can be formulated as 

  (19) 

at the beginning of 

e end of iteration 

ons. 

ion algorithm can be 
e seen from equation 

ave major role on this 

 

ocess 

btained by following 
ptimum position. If 
he initial swarm, the 
er values and moves 

Thus, improvement is 
ding chosen control 
hile PSO algorithm 

n values are obtained 
wer package function 
d initial transmission 

mization process was 

4. Test and 
 

In this study, simulations were p
package via Matlab software. Fo
conventional particle swarm opt
scheme, which is improved partic
applied to solve test cases. 

Each method was challenged 
reactive power flow problem of 40
the efficiency of IPSO, firstly IEEE
Fig. 2 was tested. Related informa
given in Table 1. 

 
 

Fig. 2. IEEE 118
 

Table 1. IEEE 118

Type of device Nu
Bus 

Generator 
Branch 

Transformer 
 

Control variable limits used as s
simulations are given in Table 2.  

 
Table 2. Variable limits for th

Variables 

Generator Bus Voltage (p
Tap Ratio 

Reactive Power Source (M
 

Results 

performed by using Matpower 
r comparison purposes, both 

timization and the proposed 
cle swarm optimization, were 

by solving a given optimal 
0 trials randomly. To confirm 
E 118 bus system as shown in 
ation about the test system is 

 
8 bus system 

8 system data 

mber of devices 
118 
54 

186 
9 

system constraints during the 

he IEEE 118 bus system 

Limits 
Min. Max. 

p.u.) 0.94 1.06 
0.95 1.05 

MVAr) -40 20 
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For IEEE 118 bus system, best val
depending on two different particle number
3. 

 
Table 3. IEEE 118 bus system power tra

Method 
Power Transmiss

Number of 
15 

PSO(݅ݎ݁ݐ௫=25) 118.8 
IPSO(݅ݎ݁ݐ௫=25) 116.3 
PSO(݅ݎ݁ݐ௫=100) 118.3 
IPSO(݅ݎ݁ݐ௫=100) 115.6 

 
To better understand positive effects of I

system was also tested and not only the best
but also worst and average values were c
bus system information and control vari
system are given in Table 4 and Table 5 resp

 
Table 4. IEEE 300 system 

Type of device Number of 
Bus 300 

Generator 69 
Branch 411 

Transformer 107 
 

Table 5. Variable limits for the IEEE 3

Variables M
Generator Bus Voltage (p.u.) 0

Tap Ratio 0
Reactive Power Source (MVAr) -

Depending on two different particle num
average values of test results are shown in T

 
Table 6. IEEE 300 bus system power transm

particles 

Method Power Transmiss
Worst Ave

PSO(݅ݎ݁ݐ௫=25) 441.8 42
IPSO(݅ݎ݁ݐ௫=25) 406.4 40
PSO(݅ݎ݁ݐ௫=100) 424.6 41
IPSO(݅ݎ݁ݐ௫=100) 401.7 39

 
Table 7. IEEE 300 bus system power transm

particles 

Method Power Transmiss
Worst Ave

PSO(݅ݎ݁ݐ௫=25) 427.8 42
IPSO(݅ݎ݁ݐ௫=25) 405.7 40
PSO(݅ݎ݁ݐ௫=100) 423.6 41
IPSO(݅ݎ݁ݐ௫=100) 400.1 39

 
Fig. 3 and Fig.4 show the comparison

IPSO in terms of power transmission losse
system. 

lues of test results 
s are shown in Table 

ansmission losses 

sion Losses (MW) 
the Particle 

50 

118 

116.2 

117.7 
115.3 

IPSO, IEEE 300 bus 
t value of test results, 
alculated. IEEE 300 
iable limits for the 
pectively. 

data 

devices 

300 bus system 

Limits 
Min. Max. 
0.94 1.06 
0.95 1.05 
-300 325 

mbers, best, worst and 
Table 6 and Table 7.  

mission losses for 15 

sion Losses (MW)
erage Best 
9.6 420.3 
3.1 397.6 
9.4 405.9 
99 391.7 

mission losses for 50 

sion Losses (MW)
erage Best 
4.2 416.7 
0.4 391.3 
5.3 404.4 
8.5 390.2 

n between PSO and 
es for IEEE 300 bus 

Fig. 3. The comparison betwee
of power transmission losses 

300 bus sy

Fig. 4. The comparison betwee
of power transmission losses 

300 bus sy
 

When IPSO method is used on
instead of PSO method, it takes
minimum power loss. It means th
the shorter solution time but also 
loss for OPRF problem.  IPSO 
systems with increased size and 
terms of power loss were obtained.
 

6. Conclu
 

In this paper, IPSO and PSO 
solving ORPF problem. Both o
formulated with minimization of 
they have been tested on IEEE 11
The results show that IPSO metho
when compared to conventional PS
loss. Thus IPSO for computing 
solution efficiency. In addition t
solution is obtained in the less ite
size is increased, the benefits of 
problem are seen more obviously.  

 
 
 
 

 
en PSO and IPSO in terms 
for 15 particles on IEEE 

ystem 

 
en PSO and IPSO in terms 
for 50 particles on IEEE 

ystem 

n the solution of the problem 
s less iteration to reach the 
at IPSO method not only has 
ensures the minimum power 
solution was utilized on the 
as expected, better values in 
 

usions 

methods have been used for 
f these methods have been 
transmission power loss and 
8 and IEEE 300 bus systems. 

od is constantly outperforming 
SO in terms of value of power 

ORPF problems has better 
to this advantage, the better 
eration number. When system 

the IPSO method on ORPF 
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