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ABSTRACT 

   In this paper, we implemented subband coding (SBC) 

technique on Farsi speech language. The goal is determining 

QMF filter effect on the Farsi speech language in SBC 

method. Results: symmetric FIR filterbank has some 

advantages in the coding of the Farsi speech. The IIR 

filterbank has also proper response but it is possible that 

reconstruction IIR filterbank becomes unstable. 

 

I. INTRODUCTION 
Subband coding is a frequency domain coding technique 

in which the input signal is decomposed into a number of 

subbands so that each of these frequency bands can be 

encoded separately. This technique was originally 

proposed by Crochiere, Webber and Flanagan [1] as a 

means to reduce the effect of quantization noise due to 

coding and therefore to improve the quality of speech 

coding systems. 

   The subband coding concept is base on the split 

frequency spectrum of original signal into some bands. 

The distributed energy in these bands are not equal over 

all frequencies. The energy of the low-frequency band has 

more than high-frequency one in the audio signals. In 

practice, it is not necessary to split the speech signal in to 

many subbands. In subband coding (SBC) the signal is 

divided into four to eight subbands and the waveform 

signal in each subband is encoded separately [3].  

   According to this method most of bits for coding the 

signals is specified to the lower band as energy that is 

distributed in that band [2]. 

   Therefore in the QMF filter banks (FIR & IIR) each of 

them that have more energy in the lower bands is the best 

filter bank.  

 

II. HALFBAND FILTER 

Halfband filter, as seen in figure 1, can be used as a 

building block in a tree structure filter bank to divide the 

signal into more subbands, [1]. 

 

 
 

Figure 1.The Halfband Filter 

The relation between input ][nx  and ][ˆ nx  in the Z- 

domain is defined as: [2] 
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   To achieve perfect reconstruction, the first term must be 

pure delay and second term or aliasing term, must be 

canceled completely, then 
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   In order to splitting the speech signal into two subbands, 

we have implemented QMF filter, then we choose: 

 

(-z)(z) 01 HH =                                                       (4) 

 

   So, if we design filter )(0 zH , we are able to design other 

filters according to equations (3a), (3b) and (4). These 

filters can be in the form of FIR or IIR. 

   In the filter bank tree, original signal is divided into two 

Low and High bands, and in the second stage each of 

them is divided to two Low and High bands, and it will be 

addressed as Low-Low, Low-High, High-Low and High-

High. Sequentially this tree will be expanded in later 

stages. 
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Figure 2.  a) Non-uniform tree structure band  b) Uniform 

tree structure band  c) Octave tree structure band 

 

III. RESULTS 

   As we know in the QMF filter bank, the condition of 

(-z)H(z)H 01 =  must be satisfied, but in our method we 

perform both type of filter banks with and without this 

equal condition. 

 

III.1. LINEAR-PHASE FIR FILTER WITH 

(-z)0(z)1 HH =  

   We design )(0 zH  and )(1 zH  for a four channel subband 

system like Figure 2 when (-z)(z) 01 HH =  is satisfied. These 

filters are designed in second order. Because the design 

complexity of the second order is fewer than high order 

filters, we select this type for compression between filter 

banks. 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

H0(z)

H1(z)

 
 

Figure 3. Frequency response of )(0 zH  and )(1 zH  

 

   A Farsi speech string is passed through this filter bank. 

After two stages the original signal is divided to four 

bands (LL, LH, HL and HH).  Most of the energy of the 

input signal is in the LL band. For example the computed 

energy in LL band of a typical string is near to %92 of the 

original and energy of LLL for eight band systems after 

three stages and for the same original is %85. For 

encoding it is specified maximum bits to this band and 

minimum of the bits to another three remained bands.   

   Some of the Farsi characters after are affected trough 

this filter, lose their contrast in the sentence. This 

characters are naturally is generated in high frequency and 

when affected by this filter bank, there archive minimum 

bit for encoding. 

Figure 4 is demonstrate input signal and affected signal 

through filter bank. 

 

 
a) 

 
b) (-z)(z) 01 HH =  

 

Figure 4. a) Original signal b) Output of a two stages 

subband system by implementation of linear-phase FIR 

filter on the Farsi statement. 

 

III.2. LINEAR-PHASE FIR FILTER WITHOUT   

(-z)
0

(z)
1

HH =  

  We relax this conditional and then redesign a new filter 

bank in the second order. With the previous Farsi sentence 

after two stages there are four channels that are obtained 

from the original signal. 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

H0(z)

H1(z)

 
 

Figure 5. Frequency response of )(0 zH  and )(1 zH  

 

   In computation of the energy that is distributed in each 

channel, there is seen that the energy of the LL band after 

two stages is near to %99 and the energy of the LLL band 

after three stages is %97. 

   In experimental test, there is seen that the same Farsi 

characters are affected, but according to the computed 

value of energy in this filter bank in comparison with the 

previous filter bank (sec. 3.1) and with the same specified 

bits, there is better results. (Because remember that we 

specified more bits for the lower band).  
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a) 

 
b) (-z)(z) 01 HH ≠  

 

Figure 6. a) Original signal b) Output of a two stages 

subband system by implementation of linear-phase FIR 

filter on the Farsi statement. 

 

III.3. IIR FILTER WITH (-z)
0

(z)
1

HH =  

   In this section we discuss the possible application of IIR 

filters in filter banks, assuming that the condition 

(-z)0(z)1 HH =  holds. The main difficulty of this 

approach is that although stable )(0 zH  and )(1 zH  can be 

easily designed; it is possible that the reconstruction filter 

bank be unstable. 

    One method overcome the difficulty, is to design 

)(0 zH containing one or more parameters and then try to 

find the parameters such that reconstruction filter bank be 

stable. We use from this method for a second order IIR 

filter bank, [2]. This method for designing a digital filter 

is to first design an analog counterpart, then using bilinear 

transform to obtain the discrete version of that analog 

filter. The bilinear transform that is defined by equal (5) 

has the advantage that it maps the inside of unit circle to 

the left half of s-plan. 
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   This property guarantees that under the bilinear 

transform, a stable analog filter results a stable digital 

filter. We use the Butterworth analog filters as the bases 

of our design. 
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Figure 7. Frequency response of )(0 zH  and )(1 zH  

 

   Then, this filter is implemented to the same Farsi 

sentence and gets the result as following: %98 of the 

energy is specified in LL band of the subband system with 

two stages and %96 of the energy is specified in LLL 

band in the subband system with three stages. 

 

 
a) 

 
b) (-z)(z) 01 HH =  

 

Figure 7. a) Original signal b) Output of a two stages 

subband system by implementation of IIR filter on the 

Farsi statement. 

 

Figure 8 is demonstrating the comparison chart between 

all of the bands in three previous types of filter banks. 
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Figure 8. a) Comparison energy for four channels b) 

Comparison energy for eight channels 

 

IV. ADAPTIVE BIT ALLOCATION 

   in  is the number of bits for input signal. The 

compression [4] gain in two stages subband system is 

calculated by (6).  
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   Since almost overall energy is allocated in the lower 

band, we consider 1n bits for LL band and 2n  bits for 

the other bands, therefore compression gain is calculated 

in (7). 
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   Also compression gain for the three stages subband 

system is 
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   Therefore in the eight-band system LLL band not 

contain all of the energy and another sidebands have a few 

energy that there are not dispensable and we must 

consider the energy on that side bands. It means few bit 

allocation for all of the remained seven side bands, will be 

generating a few errors in coding of the signal. 

   For compensation of the error we use adaptive bit 

allocation for coding. We consider three levels 1n , 2n and 

3n bits which 3n have less and 1n  have most of the bits. 

The methodology for bit allocation in subbands is that at 

the first the energy of the eight subbands is calculated. If 

each of calculated energy is more than %75, we use 1n  

for this band and if each of them are between %5 to %75 

we use 2n  else 3n is used. With this method we 

implement an optimum adaptive bit allocation that not 

only has low bit rate but also has better quality response.  

 

V. CONCLUSIONS  

   According to the sections 3, 4 and implementation of 

that filter banks on the Farsi speech sentences and also 

high bit allocation for lower band and low bit allocation 

for other bands, we achieve advantages that non-

conditional FIR filter bank ( (-z)(z) 01 HH ≠ ), in comparison 

with other two types has better performance and high 

grade in compression. Also in experimental few of the 

Farsi characters like “ch” and “sh” are affected trough this 

filter bank but another characters remain non-distortion.   
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